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Abstract—Image registration is a required step in many prac-
tical applications that involve the acquisition of multiple related
images. In this paper, we propose a methodology to deal with
both the geometric and intensity transformations in the image
registration problem. The main idea is to modify an accurate
and fast elastic registration algorithm (Local All-Pass—LAP) so
that it returns a parametric displacement field, and to estimate
the intensity changes by fitting another parametric expression.
Although we demonstrate the methodology using a low-order
parametric model, our approach is highly flexible and easily
allows substantially richer parametrisations, while requiring only
limited extra computation cost.

In addition, we propose two novel quantitative criteria to
evaluate the accuracy of the alignment of two images (‘“salience
correlation”) and the number of degrees of freedom (‘“parsi-
mony”’) of a displacement field, respectively. Experimental results
on both synthetic and real images demonstrate the high accuracy
and computational efficiency of our methodology. Furthermore,
we demonstrate that the resulting displacement fields are more
parsimonious than the ones obtained in other state-of-the-art
image registration approaches.

Index Terms—Image registration, parametric fitting, geometric
transformation, intensity transformation, registration evaluation,
local all-pass filters.

I. INTRODUCTION

MAGE registration is the process of finding the geometric

transformation between two Cartesian coordinate systems
so as to align two or more images. Image registration plays a
significant role in medical research [1], [2], remote sensing [3],
geological prospection, computer vision [4] and many other
fields of modern science. Aligning two or more images of the
same scene taken by the same sensor is known as monomodal
registration, while aligning these images of the same scene
taken by different sensors is known as multimodal registration.
In this paper, we deal with both monomodal and multimodal
registration of two images. In terms of monomodal image
registration, a variety of situations should be considered in-
cluding geometric transformation and intensity transformation
in the condition of blur or noise distortions. When it comes
to multimodal image registration, image pairs of different
modalities [5], [6] have different appearance.

a) Mathematical setting: In a pair of images to be regis-
tered, the fixed image is referred to as the target image and the
other one is the source image, we denote them by /; and I,
respectively. The two images may be acquired from different
uncalibrated cameras, with different resolution, field of view
(FOV) and (non-uniform) illumination. However, when these
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images are related only through a geometric transformation,
without any change of light intensity the images are related
by the brightness constancy equation [7], [8]:

Li(z,y) = (T (x,y)), (1)

where T (z,y) = ( + uz(z,y),y + uy(x,y)) is a geometric
transformation. In the sequel, we will often assimilate the
displacement field (u,(x,y), uy(z,y)) to a complex function:
u(z,y) = ug(z,y) + iuy(x,y) and so, the key task of image
registration is to estimate u(x,y) such that I5 is aligned to Iy
(see Fig. 1).

Many registration methods rely on the brightness con-
stancy equation (1) or on a Taylor-linearized version. In real
applications, however, the brightness constancy assumption
is often violated thus these methods are likely to be error
prone. Accounting for photometric changes can be done by
introducing a functional F(-) that relates the intensities of the
source and the target images:

Il<x7y):]:(IQ(:C+um(x7y)ay+uy(x7y)))' ()

This functional may be a combination of convolutions, of
nonuniform illumination changes, of non-linear pointwise op-
erations etc. Hence, successful image registration should also
involve estimating the intensity transformation F(-).

The inherent assumption in (2) is that there is only one
displacement value for every pixel. Obviously, when the same
pixel overlays several objects (e.g., when the images are 2D
projections of 3D scenes) that move differently, this assump-
tion is violated. Faced with this issue, a registration algorithm
attempts to restore the displacement that is the most continuous
(i.e., the most consistent) with the rest of the image, whereas
an optical flow algorithm attempts to restore the displacement
of the foreground object, resulting in a possibly discontinuous
displacement field: two different solutions of an ill-posed
problem. In this paper, we focus on image registration.

b) State of the art: Depending on the geometric trans-
formation model, image alignment algorithms may be either
global [9]-[12], or elastic [13]-[19].

Global image registration methods use global parametric
models to describe the displacement field, so the registration
problem reduces to calculating the parameters of the model
which can be fast when very few parameters are considered. In
the literature, these methods are usually limited to parametric
registration which solves for geometric homographies; i.e.,
combinations of shifts, rotations, scale changes and shears.
In order to cope with more complex transformations, more
parameters are needed and the algorithms for retrieving them
become unreliable.

Elastic registration methods estimate a displacement vector
per pixel and are able to deal with local and complex distor-
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Fig. 1. Top row: the target image (a, orange-toned) is related to the source image (b, blue-toned) through a geometric transformation according to Equation (1)
or (2). Blending these images (c) outlines their mis-alignment. Perfect alignment (d) is achieved when the blended image is tone-neutral (i.e., gray). Bottom
row: the intensities of the same images at the 10% largest gradient values (visualization better adapted to multimodal images).

tions. But they are usually slow, and quite sensitive to blur,
noise and other intensity changes.

A popular registration criterion is the preservation of the
brightness between images which, however, leads to algo-
rithms that are very sensitive to intensity inaccuracies. In
order to cope with these sensitivity issues , many registration
approaches have attempted to remove intensity differences
with pre-processing steps. However, these operations usually
lead to loss of useful information. Periaswamy and Farid [15],
[17] built an intensity model accounting for local and global
variation in image intensity. Evangelidis and Psarakis [20]
applied a first order Taylor expansion with respect to the trans-
form parameters to deal with the intensity changes. In [21],
an iterative method was introduced to estimate both geometric
and intensity transformation, in which either monofunctional
or bifunctional dependence between intensities of images was
assumed. These methods are usually effective for intensity
changes but are computationally heavy and are likely to fail
when the intensity changes are not deterministic.

Mutual information [22]-[24] is another registration cri-
terion, capable of dealing with random intensity relations
between two images, and is one of the most popular strategy
for multimodal image registration. Its major drawbacks are the
sensitivity to noise [25], to non-uniform illumination changes,
and heavy computation.

Using features [26]-[33] leads to yet another approach to
image registration: the deformation is estimated by estab-
lishing the correspondence between the extracted features or
landmarks from the two images. Due to their invariance to
translation, rotation and scaling, SIFT descriptors are one
of the most popular sets of features used in this type of
registration [34]. The SIFT algorithm has undergone various

improvements in recent years, e.g. SURF [35], SIFT flow
[33], PCA-SIFT [36], GSIFT [37], CSIFT [38] etc. Although
SIFT performs reasonably well on natural images, it fails
to produce an acceptable number of features and matches
when applied to medical data, because such images usually
contain large homogeneous regions with little edge contents
[39]. The advantage of feature-based approaches is that they
reduce the computational complexity and, in the cases where
reliable features are found, can deal with both monomodal and
multimodal registration problems. However, the performance
of these methods is closely associated with the feature types
and the accuracy of the feature detection: a selection of
methods [30]-[32] were shown to be relatively robust to
intensity changes and modality difference, but they were prone
to fail for feature-less images, e.g. images contains large area
of sky, sea, grass, very smooth region, etc.

Image registration has also been addressed using deep learn-
ing methods [40]-[48] but, in most cases, the problem con-
sidered was 3D registration and the available 2D registration
algorithms did not perform reliably in our tests. Fortunately,
2D optical flow estimation has also been approached using
deep neural networks [49]-[52] and, although such algorithms
put a lower emphasis on the continuity of the displacement
field as mentioned earlier, we have found comparing with one
of them to be meaningful [50].

Assessing the alignment quality is relatively straightforward
when the ground-truth displacement field is known. For in-
stance, a number of registration approaches [4], [53] show
the quantitative results on synthetic images. However, in real
applications this ground-truth is usually not available. To cope
with this problem, it is possible to approximate the underlying
displacement field from manually labeled landmarks [4], [54],
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[55] but this procedure suffers from being non-automatic, non-
objective and unlikely to yield subpixel accuracy. Accordingly,
alignment quality is generally assessed subjectively by only
comparing the images after alignment (e.g. using the PSNR, or
normalized cross correlation [56]). A flaw of such subjective
assessment is that less attention is paid to the “complexity”
of the displacement field thus it is possible to align images
perfectly using very unrealistic displacement fields (see Sec-
tion IV). The realistic nature of the displacement field is of
particular importance in areas such as biomedical imaging

[57].

c) Contributions and outline: The major contribution
of this paper is a highly accurate and computationally effi-
cient methodology to solve image registration problems by
approximating the displacement field and the intensity changes
between the images using parametric representations. These
representations can be chosen to be local, global, or mixed,
although we will only exemplify our approach using quadratic
2D polynomials (global). We want to stress that the parametric
model chosen is but an approximation of the displacement
field, not its exact representation: our algorithm is able to
retrieve that approximation. Of course, we also argue that this
approximation is quite accurate for digital cameras.

The framework of our method is based on a highly efficient
elastic registration algorithm, the local all-pass filtering algo-
rithm (LAP) [58], which is iterated from large to small filter
sizes, in a coarse-to-fine manner. At each iteration, our chosen
geometric parametric model is fitted to the LAP displacement
field; in turn, our parametric intensity transformation model is
fitted to the intensity mismatch after warping. More specif-
ically, the displacement and intensity change are modelled
as linear combinations of elementary displacements/intensity
changes, respectively, which ensures that the fitting steps can
be performed very efficiently by solving linear systems of
equations. An exploratory application of this methodology was
presented in [59].

Another important contribution of this paper is to propose a
set of two indicators that quantify the quality of the alignment
procedure: the “salience correlation” (SalC), which evaluates
the percentage of features that are common to the two pictures
after warping; and the “parsimony” (Pars), which evaluates the
complexity of the displacement field retrieved. Hence, between
two registration algorithms that achieve a similar salience
correlation (typically, above 50%), the “best” one should be
the simplest—the most parsimonious.

The rest of the paper is organized as follows. In Section II,
we introduce the Local-All Pass (LAP) registration framework
which was originally presented in [60]. Then, in Section III,
we describe the parametric model for both monomodal regis-
tration and multimodal registration in detail including our ge-
ometric transformation model and our intensity transformation
model. In Section IV, we propose new criteria for evaluating
the performance of registration methods. In Section V, we
perform extensive comparisons on both synthetic images and
real data with several state-of-the-art techniques qualitatively
and quantitatively. We also demonstrate (Section V-C) how
our algorithm performs in a multispectral image application.

II. THE LOCAL ALL-PASS REGISTRATION ALGORITHM

The main idea of the LAP [58] is that a constant shift
is equivalent to filtering with an all-pass filter when the
brightness constancy hypothesis is satisfied as illustrated in
Fig. 2. Making use of this idea locally implies assuming that
the displacement field is slowly changing across space. This
contrasts with the use of the optical flow equation (i.e., the
first order Taylor approximation of the brightness constancy
equation), which assumes that the image itself is slowly
changing across space.

In the frequency domain, the shifting relationship between
the source image and target image is equivalent to

fg(wz, wy) = o~ itaWs —iUuyWy [ (We,wy) = ﬁ(wz, Wy) I (We, wy)
N——’
real all-pass filter

where I represents the Fourier transform of the image I and
w = (w1, wy)" denotes the 2D frequency coordinates. Now, it
turns out that real all-pass filters can always be expressed as
R P(eiw“ eiwy)
H(wma wy) = ,'—’_‘7
P(G zwm’e zwy)

where P is a finite impulse response filter. Then, the idea to
“localize” the all-pass filter consists in approximating the filter
P(e™= e'v) as a linear combination of a few (three here)
fixed, known real filters with given spatial support. Hence, the
approach for determining H (wg,wy) amounts to finding the
coefficients corresponding to the filter basis. Then, the local
displacement is extracted from the impulse response pj; of
the filter P according to

2ok +il)pry
e LA
Zk,l Pk,

and validated when found to be within the spatial support
of P—the resolution of the LAP. In practice, this algorithm is
implemented iteratively by changing this spatial support from
large to small (poly-filter LAP), in such a way as to deal with
both large and small geometric deformations.

Compared with the state-of-the-art deformation estimation
methods, the poly-filter LAP algorithm is very fast and highly
accurate when the brightness constraint is exactly satisfied.
However, the algorithm becomes inaccurate when this con-
straint is violated, and it is necessary to resort to pre- and post-
processing (high-pass filtering, inpainting, smoothing) in order
to preserve high-quality results. In addition, as in other elastic
registration algorithms, large displacements are not estimated
accurately. It is these defects that we wish to remedy with our
fitting approach.

III. ALL-PASS PARAMETRIC FRAMEWORK

An overview of our approach to improve the poly-filter LAP
registration algorithm is sketched in Fig. 3, and relies on three
main steps: given a pair of images I (target), I (source), and
a previous estimate, wl=D of the displacement field between
these images,

1) we fit a parametric intensity relation between I (z,y)

and I (x + ugf_l)(x, y),y+ ug(,J_l)(glc7 y)),
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Fig. 2. Illustration of the equivalence between constant displacement field and
filtering with an all-pass filter. Note that the locations of the two windows on
the right-hand side and left-hand side are exactly the same.
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Fig. 3. Registering the source image I to the target image /7 is performed
in a finite number of iterations: the resolution is increased by a factor 2 every
three iterations, from a coarse resolution n; = min(size of I1)/4 to the fine
1-pixel resolution. An enlargement of a single iteration at resolution 7; details
the sequence of parametric fittings (displacements, intensities) and LAP.

2) we apply one iteration of the LAP algorithm (i.e., at
some resolution) to estimate the residual displacement
field between 17 (x,y) and the intensity-adjusted warped
version of I1(x,y);

3) we fit a parametric expression to the LAP displacement
field, and update the full displacement field with this
approximation.

Typically, the functional F){.} is a linear combination
of elementary functionals including convolutions, non-uniform
illumination changes, non-linear point-wise operations, etc.
Similarly, the displacement field is expressed as a linear com-
bination of elementary displacement fields, including shifts,
rotations, scale changes, shears, but also higher order polyno-
mial distortions etc.

Hence, the basic idea of our algorithm is to find the few
parameters that best describe both the intensity transformation
and the geometric distortion, and this can be implemented very
efficiently because this amounts to solving a linear system of
equations for each model. We now give more motivation and
details about our parametric models.

A. Parametric fit of the displacement field

a) Methodology: Image registration is inherently ill-
posed, hence smoothness or sparse hypotheses [1], [2], [61]
are always required so as to constrain the spatial transfor-
mation and make the problem well-posed. Our choice is
to express these constraints explicitly through a paramet-
ric model, contrary to the more standard regularization ap-
proach [62], because this will be significantly more computa-
tionally efficient—hence, iteration-friendly.

The general setting consists in expressing the displacement
field u(x,y) as a linear expansion on a basis of elementary
displacements ug(x,y), i.e.

K
u(xay) = Zakuk(may)a (3)
k=1

where K is the total number of basis functions. For instance,
choosing uq(z,y) = 1, us(z,y) = = and us(z,y) = y
allows to represent all linear geometric transformations but,
of course, adding other basis elements is likely to increase the
accuracy of the approximation. More general polynomial or
Fourier series expressions, but also local transformations (e.g.,
expressed onto a local basis like a uniform B-spline basis [63])
and wavelet decompositions can be considered.

Estimating the displacement on a global level boils down
to calculating the K coefficients in (3). This is achieved
by minimizing the difference between the displacement that
results from the LAP algorithm, upap, and our parametric
expression for u:

min E |u($,y)—ULAP($7y)‘2a 4
a
ERISY

where ) is the fitting region (see Subsection III-C). Note that
we use the least-squares error metric without extra regular-
ization. The solution to (4) is equivalent to solving a linear
system of K equations with K unknowns, which is quite fast
while providing the global minimum of the problem.

b) Specific parametric model: the quadratic expression
u(z,y) = a1 + agx + asy + agx® + asy® + agry,  (5)

has been found to be an accurate representation of the dis-
placement field involved in digital cameras [53], [64], [65].
A partial justification could be that, for objects of limited
thickness that are positioned at a well-defined distance from
the camera, a reasonable parametric model that accounts for
the optical distortions of the resulting photograph is a 2D
homography [661-[651: u(z, y) = (aw+By+7)/(az-+by-+c)
where the parameters «, 3,7 are complex-valued and a,b,c
are real-valued. The denominator ax + by + c is typically
proportional to the depth of the object located at (x,y) and
so, when this depth zy does not change significantly across
the object we can assume that |ax + by + ¢ — 20|/20 < 1,
which makes it possible to approximate the denominator
(ax + by +¢)~' by 25t — z5%(ax + by + ¢ — z))—ie., a
2D quadratic polynomial.
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c) Warping: The resulting parametric displacement field
is used to warp the source image closer to the target image.
Since the estimated displacement is non-integer, it is essential
to build a continuous model of the image for image warping.
We adopt the shifted linear interpolation [69] for all the LAP
windows larger than 5 x 5 pixels: we have shown in [69]
that (optimally) shifted linear interpolation achieves the high
quality of cubic interpolation [70], while retaining the low
computational coast of linear interpolation. However, at finer
filter resolution, i.e. for LAP windows smaller than or equal to
5 x b pixels, we use cubic-OMOMS [71] interpolation which
we have shown to reach a quality that is significantly higher
than cubic interpolation, at a equivalent computational cost.

Although we mostly use a quadratic polynomial model in
the current paper, we want to stress again that our framework
allows for much richer “elastic” models based on, e.g., global
representations (higher order polynomials, Fourier series) or
local representations (B-spline basis, radial basis functions).
The linear fitting strategy makes it easy to test empirically
bases for the displacement field. We would like to point out,
however, that although increasing the model order ensures a
potentially more accurate approximation of the displacement
field, the ill-posed nature of the registration problem is likely
to result in a worse actual approximation, when the model
order is too high.

B. Estimation of the intensity transformation

As with the representation of spatial transformations, the
intensity transformation F{-} in (2) is modelled as a linear
combination of elementary intensity transformations, i.e.

F{y=> wAf} 6)
=1

where L is the number of basis functionals JF;{-}. Then
the intensity transformation problem boils down to finding
the L coefficients v = [y1,72,--- ,7z]T, which is achieved
by least-squares minimization of the difference between the
target image intensity and the source image intensity after
warping, within the fitting region (see Subsection III-C). The
parametrization of the intensity transformation allows the
algorithm to deal with not only global illumination variations,
but also with the possible blurring of either image, or with
deterministic correspondences between the intensities of the
two images.

This parametrization makes it possible to deal with multi-
modal image alignment, provided that the expected relation
between the intensities of the two modalities is, at least
partly, deterministic. That such an explanatory relation exists
is actually an underlying assumption in one of the major
methods for multimodal image registration, the maximization
of mutual information [5], [22]-[24]: it is known that the
mutual information of two sources reaches its theoretical
maximum when there is a one-to-one relation between them.

1) Illumination changes: In a real scenario, due to different
illumination, different exposure conditions, different weather,
different camera settings or embedded post-processing, the
brightness constancy assumption is likely to be violated, an

outcome that may also result from, e.g., shadow, noise, blur
or other artifacts. Hence, it is necessary to build a model
accounting for the photometric transformation. In terms of
natural images, the most common issues that we encounter are
different illumination and exposure, e.g. flash/no-flash pairs,
images taken under different weather or different times.

In the case of illumination changes, the relationship de-
scribed in Equation (6) can be chosen as:

Li(z,y) = a(,y) x L(z + u(2,9), y + uy(z,y), (7

where the function «(x,y) is used to model the intensity
transformation between I; and I». As with the geometric
transformation, we assume the intensity transformation be-
tween two images changes smoothly across the image and
use a global quadratic polynomial function to describe the
illumination changes:

afx,y) = by + box + by + byx? + bsy® + bzy;  (8)

where b, (K = 1,2,...,6) are real-valued coefficients. Al-
though the shadow and saturated regions are local problems
which cannot be modelled by a quadratic polynomial function,
these locations are likely tobe excluded automatically from the
fitting region during the fitting process (see Subsection III-C).
Thus the key task of illumination changes estimation is to
calculate the 6 coefficients by solving a linear system of
equations. Moreover, the model can be easily changed to a
higher order polynomial function or other types. For instance,
a linear combination of shifted cubic B-spline functions is
able to model local intensity distortions, contrary to our global
quadratic polynomial model.

2) Blurring: In real applications, blur is a common phe-
nomenon in the process of imaging, including out-of-focus
blur, atmospheric blur and motion blur. Registration and
motion estimation methods, especially elastic methods are
usually sensitive to blur. Different blur levels between images
often lead to boundary distortions in the registered results.
To deal with this issue, we propose to estimate the blur
relation between the two images by approximating it as a linear
combination of elementary filters. Here, the type of blur we
exemplify is uniform out-of-focus blur and atmospheric blur
which are characterized by a Gaussian impulse response.

Assume the target image is more blurry than the source
image, the functional relation F{-} in Equation (6) becomes:

L(z,y) = (h* L) (@ + vz (z,9),y + uy(2,y), )

where h(z,y) is a Gaussian filter. If it is the source image
instead that is more blurry, then I; and /5 should be swapped:
L(z,y) = (h*I)(z + us(x,9),y + uy(z,y)). We use the
average gradient of the images to judge which one is more
blurry. After the blur compensation, the two images have the
same blur level. Finding the adequate out-of-focus blur that
relates two images can be done by estimating the variance of
the Gaussian function [72], [73], but we choose a more direct
approach, based on the observation that a Gaussian function
can be approximated very accurately as linear combination of
Gaussians with fixed variance
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Fig. 4. (a) and (b) illustrate the fitting region R1 and its mapping R2 (marked in red) within the target image and source image, respectively. The compass
rose in (c) indicates our color encoding of the direction of the displacement field (also shown by the arrows).

N
h(z,y) ~ Z enhn(x,y), (10)
n=1

where h,(x,y) is one of the N given Gaussian filter basis
and cq,co,--- ,cy are the corresponding coefficients to be
estimated. The number N of basis functions depends on our
knowledge of the variance o of the Gaussian function h(z,y):
for instance, if that variance is within a range of the form
[s2, 452] for some known s, then we can estimate h(z,y) with
an accuracy ~ 6 x 1073 using only N = 3 Gaussian functions
of variances s2, 2s2 and 4s2.

As with geometric transformation estimation, estimating the
blur transformation is equivalent to calculating IV coefficients
by solving a small linear system of equations. Hence, it is very
fast.

3) Pixel-wise mapping: Image pairs of the same subjects,
taken by different devices are instances of multimodal images;
for example, CT, MRI and PET image pairs in medical
imaging, color and infrared image pairs in remote sensing,
RGB and depth image pairs, R channel, and G channel and B
channel image pairs. Differently from what we have just seen,
the corresponding intensities of the same object are unlikely to
be modelled adequately by a slowly varying spatial functional.

Instead, we postulate a one-to-one mapping between the
intensities in the overlap region of the two images if image
pairs are well-registered. As mentioned at the beginning of
this section, a possible justification of such a one-to-one
relation is that it is the expected outcome of aligning them by
maximizing their mutual information. Histogram matching is
precisely such a one-to-one mapping [74, p.128]. Accordingly,
we suggest to apply a final histogram matching step in (2) after
the spatial intensity prediction (6) of the target image from the
intensities of the warped source image.

C. Fitting region determination

As with other approaches [75]-[77], our algorithm has to
identify the region of overlap (“fitting” region) between the
images to register; i.e., the set of pixel locations (z,y) € R4
within the target image I; where the parametric represen-
tation (5) holds. This overlap is characterized by the two
conditions

1) (z,y) is within the range of the pixels of Iy,

2) (@ + ug(z,y),y + uy(z,y)) is within the range of the

pixels of Is.

Within the source image I, this overlap (denoted R5) is the
set of pixels (z + uq(2,y),y + uy(z,y)) where (z,y) span
R1. An example of fitting region is shown (marked in red) in
Fig. 4 (a) and (b).

However, determining a reliable fitting region is a chicken-
and-egg problem since the accurate overlap region is only
known after successful registration. We solve this problem by
updating the fitting region at each iteration of our algorithm
based on the following simple exclusion rules: locations (z,y)
in the target image I; that are

« either invalidated by the LAP algorithm (typically, be-
cause the displacement found is larger than the LAP
resolution),

o or such that (z + ug(z,y),y +uy(z,y)) lies outside the
range of the pixels of Iy,

are excluded, and the pixels that remain form the updated
fitting region R4. In particular, shadows, occlusions and more
generally whatever is not predictable on the target image is
likely going to be invalidated by the LAP—hence, excluded
from the fitting region.

During the first coarse iterations, the estimated fitting re-
gions are significantly different from the ground-truth over-
lap regions in most cases, but as the number of iterations
increases, the fitting region becomes increasingly closer to the
true overlap region. Here, we benefit from the fact that, in
our method, the global parametrization makes it possible to
extrapolate the displacement field from a limited region, and
this is particularly useful in the case of large deformations
where many algorithms usually fail. Using an isotropic dif-
fusion inpainting algorithm to estimate the deformations of
erroneous regions [58], [60] would likely be less accurate and
more time consuming. Our strategy is not limited to global
parametrizations, though: it still works quite well with local
parametric representations (3), provided that the number of
parameters is small enough [63], [78].

D. Comments

We are improving the poly-filter LAP algorithm [58] from
several aspects: First, we are able to cope with intensity
changes and do not rely anymore on the intensity constancy
assumption—an essential condition for the PF-LAP to suc-
ceed. Second, all the pre- and post-processing operations
(typically: Gaussian smoothing, median filtering, deformation
inpainting) are more accurately and efficiently replaced by the
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estimation of the parameters of the displacement model in the
fitting region. The gain in accuracy is particularly striking in
the case of information loss, shading and occlusion.

IV. EVALUATION METRICS

It is customary to evaluate the quality of image registration
algorithms on synthetic data by comparing the displacement
fields or registered images with the ground-truth [4], [53].
When a ground-truth is not available, human-labeled land-
marks (a non-objective metrics) are usual. However, when such
landmarks are not available, it is frequent to rely only on the
visual comparison between the registered image and the target
image, without consideration for the displacement field. We
show in Fig. 5 that this is an issue: it is possible to have a
perfect visual alignment, with a terrible displacement field.

In this section, we make a case for two objective metrics:
one that measures how two aligned images match (the salience
correlation), and one that measures how “simple” the displace-
ment field is (the parsimony).

1) Salience correlation (SalC): Under the condition of
strict brightness constancy, the registered image should be
exactly the same as the target image. In this case, PSNR is a
good measure for similarities. However, in real situations, the
PSNR of well-aligned images is often below 20 dB, at a value
that can also be reached by ill-aligned images, which shows
that it cannot be used as an objective alignment criterion.
The normalized cross correlation (NCC) [79] reduces the
influence of intensity changes, but is too sensitive to occlusions
and noise. Also, despite its success at multimodal image
registration as an optimization criterion, using the actual value
of the mutual information between two images would also
be largely unreliable for the purpose of evaluating alignment
quality.

Yet, it is expected that, even in the case of intensity changes
or occlusions, the salient features of a correctly registered
image Igeg) (z,y) = I2(z + ug,y + uy) and the target image
I (z,y) are well-aligned. This suggests adapting a correlation
measure so that it involves only the most salient (i.e., large
gradient) pixels—the salience correlation:

[ 1o, % @ il ) dody
R1

/Il(m,y)2dwdy-/ 159 (2, y)? dady
R1 Rl
(11)

where R; is the overlap region (defined in Section III-C)
and the mask maps 1, pe indicate the location of the 10%
largest values of ||V I and ||Vfgeg)||, respectively. The 10%
threshold was chosen based on numerous experiments and,
typically, in monomodal registration problems without severe
intensity distortion, we observe consistently that the salient
features of the image are accurately aligned when the SalC is
larger than 50%.

In practice, we implement the gradient in the Fourier domain
after mild Gaussian prefiltering (standard deviation 0.75, i.e.,
a resolution similar to a 2 x 2 pixel window) so as to focus
on the most important features.

SalC= x 100%

2) Parsimony (Pars): Although most image registration al-
gorithms include a smoothness/sparsity constraint (e.g., [62]),
we have not found any attempts to evaluate objectively the
sparsity of the resulting displacement field in the literature:
on real data, the emphasis is mostly laid on the accuracy
of the alignment of the features/landmarks. We believe that
this is largely insufficient because, it is possible to have a
perfect alignment of features with a ridiculously incorrect
displacement field, as shown in Fig. 5. We also demonstrate
this issue on real images in Fig. 6.

For this reason, we propose an isotropic total variation-
based metric that aims to quantify the sparsity/number of
degrees of freedom of a displacement field—*“parsimony’”:

[ 19tz )l oy
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Pars = (12)

where the (image size-dependent) normalization constant C
is chosen in such a way that Pars = 1 when u(x,y) is
the displacement field resulting from a rotation around the
center of the image. The smaller the parsimony, the more
concise the modelling of the displacement field, which renders
it more plausible, according to the heuristic principle known
as Ockham’s razor [80].

We provide in Fig. 6 a visual depiction of the salience
correlation and the parsimony on a real alignment experiment.

3) Guidelines: Obviously, a salience correlation that is as
close as possible to 100% and a parsimony as small as possible
are desirable features of a registration algorithm. Hence, if
algorithm 1 is characterized by, both a larger SalC and a
smaller Pars than algorithm 2, then it is reasonable to consider
that algorithm 1 is “better” than algorithm 2.

Now, a less decidable situation could happen, where al-
gorithm 1 has a higher SalC (good) and a higher Pars than
algorithm 2 (bad): algorithm 1 achieves better alignment of
features, at the cost of a more complex displacement field.
As we know (see Figs. 5 and 6), the alignment provided by
algorithm 1 may well be unrealistic, even more so than algo-
rithm 2. Based on our empirical observation, a partial answer
to this dilemma is that, as soon as SalC reaches a minimum of
50%, it is essentially the parsimony that rules the quality of the
alignment: achieving a higher percentage of feature alignments
than 50% does not significantly increase this quality, whereas
a smaller parsimony renders this alignment more likely.

This observation seems to hold true generally for
monomodal image registration problems, without significant
intensity distortion. In more general situations (e.g., blurring,
large intensity variations, multimodal images, optical flow
problems), the SalC can be significantly lower than 50%, even
after perfect alignment. Then, the application of the principle
above (SalC above a threshold, then minimise Pars) should
be adapted on a case-by-case basis—typically, identify a valid
lower SalC threshold that guarantees feature alignment.
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Fig. 5. Unrealistic alignment of “Riemann” to “Lebesgue”. The displacement field is estimated by histogram matching: target and source pixels are paired
according to their intensity rank. The salience correlation before alignment is obviously low at 14%, but reaches 64% after registration. This almost surely
incorrect alignment demonstrates the need for a measure of the likeliness of the displacement field—the parsimony. Here, the parsimony of the displacement

field is particularly large.
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Fig. 6. Visualization of the two registration quality measures proposed in this paper (Section IV): the salience correlation (SalC) quantifies how well salient
features of the target and (aligned) source images match—perfect alignment is 100%; the parsimony (Pars) quantifies the “simplicity” of the displacement
field—the smaller, the simpler. Notice that, here, although the SIFT flow algorithm yields a seemingly better alignment than our algorithm (larger SalC), this
alignment is incorrect (the overlap region found is too large: only 8 rows of tiles are common to the original images, not 11) and this is betrayed by a higher

complexity of the displacement field—the parsimony.

V. EXPERIMENTS AND PERFORMANCE EVALUATION
A. Experimental Setting

In this section, extensive experiments are performed on
both synthetic and real images with the method that we are
proposing. We first demonstrate the accuracy and robustness
of our registration algorithm on synthetic tests. Then, on real
images, we compare our approach with several state-of-the
art registration methods. We consider three global parametric
methods including: a method using enhanced correlation co-
efficient maximization (ECC) to deal with homography trans-
formations [20]; a parametric method optimizing normalized
total gradient (NTG) [81]; and a method using a smoothly
varying field to warp and orient features between two images
(LAFP) [82]. We also consider seven well-known elastic image

registration methods including: the multiscale LAP algorithm
[58]; an intensity-based image registration using residual com-
plexity minimization from the Medical Image Registration
Toolbox (MIRT) [83]; the improved Demons algorithm based
on the implementation in [84]; an elastic registration using
a cubic B-spline free form displacement model implemented
in ImageJ (bUnwarpJ) [13]; an algorithm incorporating both
geometric and intensity transformation (GIT) [15]; a feature-
based method that establishes the correspondence between
the SIFT features from each image (SIFT flow [33]); and
the implementation freely available in the FElastix toolkit
that optimizing mutual information [85]. Furthermore, a deep
learning-based optical flow estimation method (SelFlow) [50]
is considered. In this paper, we use the public implementation
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of these methods. Out of fairness for these methods, not only
do we run the algorithms under default configuration, but we
also check whether tuning some of their parameters (e.g.,
number of iterations, window size/resolution depth) results
in significant accuracy improvements—and if so, show these
results instead.

As shown in Fig. 3, we apply repeatedly the LAP-fitting
algorithm three times at each resolution, before refining the
resolution of the LAP by a factor 2—and then repeat. The
coarsest resolution at which the LAP is applied is determined
according to the size of images as min(height, width)/4. In
the parameter fitting part, the displacement field is modelled as
a 2D quadratic polynomial (5), whereas the intensity changes,
are modelled either as the 2D quadratic polynomial (8), as
a sum of three Gaussians (10), or as a one-to-one mapping
(typically, using histogram matching, see Section III-B3),
depending on the experiment. All algorithms are run on an
Intel Core 17-5930K CPU @ 3.50 GHz with 64 GB RAM,
using MATLAB R2016b.

B. Monomodal registration

1) Synthetic experiments: We generate five random dis-
placement fields, that follow a homography representation
u(z,y) = (ax + By + v)/(ax + by + ¢) chosen from the
Oxford dataset [55], and change the intensity of the images
under three types of conditions, to demonstrate the robustness
of our registration method (see Fig. 7):

o Noise: we add different Gaussian random noise realiza-
tions (PSNR = 20dB) to both the source and the target
image;

o Blur: the target image is a Gaussian filtered version
(width 1.5 pixels) of the warped source image;

« Intensity change: We generate randomly, slowly changing
intensity maps based on the cos* law of vignetting [86]
on the target image.

We use the blur model (10) or the intensity model (8)

depending on the condition tested.

For these synthetic tests, we have access to the ground-
truth deformation. Accordingly we are able to assess the
results using direct metrics—the median absolute error (Enfeq)
and the mean absolute error (Eyjean) between the estimated
displacement field and the ground-truth—and our reference-
free metrics—parsimony and salience correlation. It is obvious
from the results shown in Table I that, our method is highly
accurate and robust to the intensity changes we investigated:
the Epieq and the Epjean values are of the order of a few
percents of a pixel, and can be even smaller in the absence of
intensity distortion. Actually, we have observed that even in a
very low PSNR setting (e.g., 1dB), both Epfeq and Epjean are
still less than 1 pixel. Furthermore, the table highlights that
this performance is obtained with minimal computation time.
In the case of a mixture of noise, blur and intensity distortion,
the Enred/Enean Values calculated for our algorithm worsens
to 0.10/0.14 pixels, still significantly more accurate than for
other algorithms.

Finally, the table also highlights the correspondence be-
tween small error values and our reference-free metrics pro-
posed in Section IV. Note that the SelFlow method [50] has

been trained with discontinuous displacement fields between
target and source images (optical flow). Hence, its larger
parsimony values are expected.

2) Real experiments: To demonstrate the practicality of the
proposed algorithm, we test our method on different types of
real images and compare with other state-of-the-art algorithms.

a) Oxford affine dataset (Mikolajczyk et al. [55]): This
dataset is made of subsets of 6 images, each of which includes
accurate estimations of the best homographic transformation
between the first image and the other five. We compute
the alignment accuracy of various registration algorithms by
comparing with this “ground-truth” homography. Note that
we considered only three subsets of this dataset, involving
blur and illumination changes: the other subsets (apart from
“UBC”, which involves intensity distortions) involve displace-
ments that are too large (1/3 to 1/2 of the image size) for
any of the registration algorithms tested, including ours, to be
successful. Also, to enable some of the comparison algorithms
to cope with the large illumination changes in “Leuven” we
pre-processed the images by matching the histogram of the
source image to the target image. We have checked that
this pre-processing is neutral to the other algorithms (no-
improvement, no degradation). For the “Bikes” and “Trees”
subsets, we model the blur as a sum of three Gaussians (10),
and for the “Leuven”, we model the intensity change by the
2D quadratic polynomial models (8).

Table II shows the average performance of all the algorithms
tested on these three subsets. A typical alignment result for
each subset with the state-of-the-art algorithms can be found
in the supplementary material. As can be seen from the results,
our algorithm is significantly faster and more accurate that
any of the other state-of-the-art algorithms (both Eyreq and
Entean)- In addition, the parsimony of the displacement field
found by our algorithm is also smaller or equivalent (i.e., “less
complex”) than that found by other algorithms. The salience
correlation (SalC) is also larger than or equivalent to that of
other algorithms—except for the “Trees” subset. In that subset,
the images are characterized by a large depth of field and
the change of viewpoint invalidates the warping relation (2):
several displacement fields (for different depths) are needed
to describe the intensity relation between source and target.
As a result, even the “ground-truth” alignment has a very low
average SalC (28%), significantly smaller than the SalC of
the GIT algorithm (43%)—its large average parsimony (1.89)
suggests that the displacements found are incorrect.

b) Mobile phone images: We have captured several im-
age pairs using a smartphone camera under various conditions:
at different moments of the day, from different viewpoints,
and with different types of distortion. Then, we compare the
registration algorithms considered here regarding their SalC,
Pars, and visualise how well the warped source images align
onto the target images. An extract of the results is shown from
Fig. 8 to Fig. 10. More extensive comparisons are shown in
the supplementary material (also see http://www.ee.cuhk.
edu.hk/~xxzhang/welcome_files/TIP_exp.html).

Figure 8 is an example of large scaling and rotation for
which most of the other methods are failing (no intensity fitting
needed). Fig. 9 demonstrates the performance of our algorithm
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TABLE 1
EVALUATION COMPARISON FOR THE SYNTHETIC IMAGE REGISTRATION

Noiseless Images

Noisy Images (20 dB)

Gaussian Blurry Images Intensity Distortion (vignetting)

Ened Enean Pars SalC Time (s)

EnMed Enean Pars SalC Time (s)

Ened Enmean Pars SalC Time (s) Ened Enean Pars SalC Time (s)

Source image — — 070 14% — — — 070 12% — — — 070 15% — — — 070 14% —

Ours 0.002 0.003 0.7093% 7.7 0.03 0.03 0.7063% 6.4 0.01 0.01 0.7057% 13.0 0.02 0.02 0.7086% 8.4

Global ECC [20] 030 040 0.70 83% 10.2 032 043 0.70 59% 10.0 032 041 0.70 54% 10.0 029 041 0.70 79% 10.2
algorithms ~ NTG [81] 230 2.68 0.70 44% 243 229 265 0.70 35% 23.9 239 266 0.70 38% 24.6 235 272 0.69 43% 23.8
LAFP [82] 032 048 0.69 78% 2092.7 034 051 0.69 57% 1693.5 032 0.50 0.70 54% 3397.0 047 0.69 0.72 72% 1928.0

LAP [58] 0.01 245 1.0590% 7.3 0.60 1.68 1.7763% 4.9 041 1.37 1.6256% 5.5 095 545 1.8372% 103

Demons [84] 045 471 13973% 147 0.73  4.60 1.4450% 12.9 042 377 13750% 29.1 5.04 887 1.5549% 14.8

Elastic MIRT [83] 24.63 2595 4.36 40% 91.1 26.14 27.25 4.96 25% 63.6 2241 2490 493 30% 727 24.67 27.18 4.83 36% 84.2
algorithms ~ bUnwarp] [13] 1.65 1.67 0.6553% 103.9 1.80 1.82 0.70 37% 15.5 1.79 1.82 0.71 42% 125 1.79 272 070 45% 149
GIT [15] 0.06 0.11 1.0289% 959.7 0.53 077 129 61% 934.6 039 0.53 1.2255% 960.6 0.07 020 0.97 85% 942.3

SIFT flow [33] 046 254 27377% 49.5 0.74 492 23555% 49.5 0.57 2.87 19053% 494 0.48 3.50 1.90 74% 49.0

Elastix [85] 1.86 737 1.84 52% 310.0 211 724 144 35% 3179 2.01 6.80 1.5739% 320.5 2.03 7.89 1.5144% 3164

SelFlow [50] 047 053 0.8874% 4.2 0.73  1.06 0.86 52% 4.7 056 220 12451% 49 050 055 094 71% 4.5

(1) Bold values indicate the best results. (2) PSNR between the noisy image and original noiseless image is 20dB. (3) The largest displacement is 80 pixels. (4) The results are
calculated in the overlap region and averaged over 5 different displacement fields (homographies). (5) The size of the images is 514 x768.
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Fig. 7. Typical images and distortions involved in the synthetic experiments summarized by Table I.

when the target image is out of focus. In that example, the
intensity changes caused by blurring are parametrized using
a sum of three Gaussians (10). In Fig. 10, the target image
is taken in the evening (lighting) while the source image is
taken during daytime, and its accurate alignment illustrates the
robustness of our algorithm in the case of significant intensity
changes—parametrized according to (8).

As a general observation, our algorithm always perform
the best in terms of visualization, as confirmed by the
quantitative alignment metrics that we are proposing (SalC,
Pars). Moreover, our algorithm is usually faster than the
other algorithms—with the exception of Selflow. Misalignment
in elastic methods is typically characterized by edge and
shape distortions, whereas it is characterized by edge and
shape displacements in global methods. Misalignment in our
algorithm may also, in principle, be affected by these two
types of artifacts; however, as demonstrated in these figures,
our algorithm is significantly more robust than others to large
displacements, significant intensity variations and blurring. We
should also point out that the high accuracy and robusness of
our algorithm is not obtained at the cost of computational
efficiency; on the contrary, despite being implemented in an
interpreted language (Matlab, without mex files), our program
is frequently as fast or faster than most of the compared

this paper

target & source
. -

SalC: 79%, Pars: 0.97
Time: 38.6s

Fig. 8. Registration of real images (960 x 1280 pixels) that have undergone
large rotation and scaling, using different algorithms.

SalC:11%

algorithms.

C. Multimodal registration

Figure 11 shows a typical multimodal registration in re-
mote sensing: the target image is the near-infrared channel
and the source image is the green channel from a multi-
spectral dataset (https://www.sensefly.com/education/
datasets/). We show only the features of these images for
a visual evaluation of their alignment: the full images have
intensities that are too different, which makes comparisons
difficult. In this context, we find that the salient features of
the images are accurately aligned when the SalC is larger than
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TABLE II
EVALUATION COMPARISON ON THE OXFORD AFFINE DATASET [55]

Bikes (Blur) (700x 1000)

Trees (Blur) (700x 1000)

Leuven (Illumination changes) (600x900)

Ened EMean Pars SalC Time (s) Ened EMean Pars SalC Time (s) EMed EMean Pars SalC Time (s)
Ground truth — — 01752% — — — 0.70 29% — — —  0.17 64% —
Global This paper 042 053 0.1853% 10.0 1.36 1.68 0.58 33% 89 0.19 0.26 0.15 67% 7.8
algorithms ~ ECC [20] 047 0.60 0.18 52% 17.8 2.05 332 060 28% 145 0.21 027 0.15 66% 13.0
NTG [81] 0.87 098 0.2252% 15.5 1.71 197 0.58 28% 15.6 0.62 0.89 0.11 61% 32.9
LAFP [82] 1.79 258 0.23 42% 19334 431 524 0.64 26% 23309 1.14 157 029 51% 1446.2
LAP [58] 0.63 0.78 021 52% 113 1.69 322 0.77 35% 94 0.33 043 028 67% 7.9
Demons [84] 21.64 22.10 1.27 21% 274 392 728 1.28 28% 127 0.56 1.58 2.14 61% 25.8
Elastic MIRT [83] 19.14 24.65 3.08 44% 206.9 2595 2699 4.52 24% 76.1 295 534 345 59% 106.8
algorithms ~ bUnwarpJ [13] 1.02 1.12 02251% 18.0 2.15 3.00 093 30% 243 0.34 040 0.67 66% 24.7
GIT [15] 1.38  3.84 1.3252% 9829 2.18 4.66 1.89 43% 962.0 048 096 2.13 64% 948.7
SIFT flow [33] 0.85 194 0.71 52% 84.7 250 570 3.08 40%  86.2 0.55 0.80 0.92 64% 66.3
Elastix [85] 6.69 12.38 2.44 36% 299.9 378 10.17 2.44 28% 319.5 044 146 0.85 66% 307.0
SelFlow [50] 1.08 281 0.6449% 4.3 239 726 141 32% 4.7 0.33  0.53 044 64% 4.2

(1) Bold values indicate the best results. (2) Alignment accuracy is computed within the overlap region and averaged over the 5 different image pairs in

each subset.
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Fig. 9. Registration of real images (1440 x 1080 pixels) corrupted by blurring, using different algorithms. In order to better visualise the misalignments, we
outline them on the feature images. The second row shows the pixel intensity at the 10% largest gradient locations.

30%. Most algorithms are unable to reach this threshold, as
confirmed by the lack of overlap between the edges of the
target (orange) and aligned-source (blue) images. Those who
can, achieve this at the cost of a significantly more complex
displacement field than our algorithm (Pars = 0.13).

We should point out here that, if we attempt to predict the
intensity changes between the source and target images using
a parametric expression like (8) only, our algorithm would not
be successful. Here, it is essential to use histogram matching
(i.e., find a one-to-one intensity mapping) between the two
aligned images.

VI. DISCUSSION AND CONCLUSION

We have proposed a novel methodology for image registra-
tion that works by repeatedly fitting the dense displacement
field obtained from an elastic registration algorithm (LAP),
and fitting the intensity between source and target images,
according to geometric and intensity parametric models. This
methodology essentially requires a choice of bases to represent
the displacement field and the intensity changes. Here, we
have exemplified our approach with quadratic 2D polynomials,
which seem to model quite well the geometric distortions in-
volved in digital cameras. Apart from that, we have empirically

determined that a coarse to fine iterative process whereby the
window size involved in the LAP algorithm is reduced by half
every three iterations is sufficient to guarantee accurate results
consistently.

We have demonstrated the high accuracy, robustness and
computational efficiency of this methodology by exemplifying
it with a specific 12-parameter quadratic displacement model.
Specifically, we showed that such a low order model is
sufficient to deal with arbitrary real images taken with a mobile
camera, and that the alignment found in various conditions
is of higher quality than any of the other state-of-the-art
algorithms tested (both parametric and elastic registration
algorithms).

There are several reasons why our algorithm works so well:
1. the LAP registration algorithm is very fast, and at the same
time very accurate when the intensity of the source and target
images match; 2. the (low-order) parametric representation of
the displacement ensures that accurate fitting can be achieved
even when the overlap region between the target and source
images is very limited, which allows to deal with occlusions
for instance, and more generally, makes the estimation robust
to model mismatch; 3. the intensity prediction part allows
to deal with significant intensity changes between the source
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Fig. 10. Registration of real images (900 x 1200 pixels) that have undergone significant intensity changes (evening vs daylight, changing cloud cover),
using different algorithms. Our intensity fitting method uses the model (8). Note that, because of the camera automatic exposure, the two images have similar

brightness (on the evening photo, the stadium projectors are turned on).

and target images (e.g., blur, day/night illumination changes,
even non-parametric deterministic changes like the ones en-
countered in multimodal image acquisition). In practice, our
algorithm is more likely to fail when the displacement field
is so large that the LAP algorithm is not able to estimate it
anywhere in the image (e.g., larger than half the size of the
image) as we have seen in some subsets of the Oxford dataset.

In order to evaluate the quality of the displacement field re-
trieved by registration algorithms, we have proposed two “no-
reference” metrics: 1. the salience correlation (SalC) which,
by focusing on the most salient features of the images, is
a sharpened form of signal to noise ratio; 2. the parsimony
(Pars), which quantifies the complexity of the displacement
field. We showed that only one measure (typically, on the
matching of intensities) is insufficient to characterize the qual-
ity of a registration algorithm; we believe that our emphasis
on the simplicity of the displacement field—low parsimony—
is a novel criterion that should be taken into account in the
evaluation of registration algorithms, in particular when the
ground-truth is unknown.

Our methodology for image registration can easily be ap-
plied to more complex models like: higher degree polynomials,
Fourier series representation, local spline or wavelet represen-
tations. Such an extension would allow our algorithm to deal
with more complex, possibly local, geometric transformations

although we expect that this may be more computationally
expensive. Too many parameters may also lead to less realistic
alignments: to see if this is the case, we have considered
a Fourier series parametrisation of the displacement field,
for both synthetic (exact brightness consistency) and real
images (inconsistent brightness). As shown in Fig. 12, with
more parameters the salient features are increasingly better
aligned (saturation of SalC at a high value). When brightness
consistency is satisfied, Pars saturates at a low value, that
characterises the simplicity of the homography used to distort
the synthetic images: this demonstrates a form of robustness
of our algorithm with respect to over-parametrisation. For real
images, where brightness is not fully consistent, we observe
a regular increase of the parsimony, even though the SalC
saturates at about 80%: minimising the parsimony provided
that SalC is large enough (we suggest SalC > 50%) makes
the choice that the most realistic solution is the simplest one.

Alternatively, the parametric registration algorithm devel-
oped in the current paper may also be completed by the PF-
LAP [58] to achieve more complex displacement fields than
the quadratic polynomial exemplified here—leveraging on a
good estimation of intensity changes between source and target
images.
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Fig. 11. Registration of multimodal satellite images (960 x 1280 pixels): overlay of the salient features (lower three rows) resulting from differ-
ent algorithms. The target and source images (top row) are the near-infrared and green channel of a multispectral image taken from the dataset
(https://www.sensefly.com/education/datasets/). Our intensity fitting method is histogram matching in this case.
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