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Abstract—This paper studies an approach to gait based human
identification via similarity learning by deep convolutional neural
networks (CNNs). With a pretty small group of labeled multi-view
human walking videos, we can train deep networks to recognize
the most discriminative changes of gait patterns which suggest
the change of human identity. To the best of our knowledge, this
is the first work based on deep CNNs for gait recognition in the
literature. Here, we provide an extensive empirical evaluation in
terms of various scenarios, namely, cross-view and cross-walking-
condition, with different preprocessing approaches and network
architectures. The method is first evaluated on the challenging
CASIA-B dataset in terms of cross-view gait recognition. Experi-
mental results show that it outperforms the previous state-of-the-
art methods by a significant margin. In particular, our method
shows advantages when the cross-view angle is large, i.e., no less
than 36◦. And the average recognition rate can reach 94.1%,
much better than the previous best result (less than 65%). The
method is further evaluated on the OU-ISIR gait dataset to test
its generalization ability to larger data. OU-ISIR is currently
the largest dataset available in the literature for gait recognition,
with 4,007 subjects. On this dataset, the average accuracy of our
method under identical view conditions is above 98%, and the one
for cross-view scenarios is above 91%. Finally, the method also
performs the best on the USF gait dataset, whose gait sequences
are imaged in a real outdoor scene. These results show great
potential of this method for practical applications.

Keywords—Deep learning, CNN, human identification, gait,
cross-view.

I. INTRODUCTION

GAIT is a kind of behavioral biometric feature, whose raw
data are video sequences presenting walking people. It

is particularly suitable for long-distance human identification,
and requires no explicit co-operation by subjects, compared
with other kinds of biometric features such as fingerprint
and iris. Consequently, the gait feature can be captured more
easily in long-distance and uncontrolled scenarios. Nowadays,
a large quantity of cameras for video surveillance are installed
in various places such as streets, stations, airports, shopping
malls, office buildings and even private houses, which enables
the gait recognition technology to be one of the useful tools
for crime prevention and forensic identification. Gait analysis
has already contributed to evidence collection for convicting
criminals in Denmark [1] and UK [2].
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For vision-based gait recognition, one of the biggest chal-
lenges is to disentangle the identity-unrelated factors which yet
alter gait appearances drastically. These factors can be grouped
into subject-related ones such as walking speed, dressing
and carrying conditions, device-related ones such as different
frame rates and filming resolutions, and environment-related
ones such as illumination conditions and camera viewpoints.
Among these, the change of viewpoints would be one of
the most tricky factors. Recently, cross-view variance has
become one of the key problems in many video-related tasks.
It is usually the case that the performance of an approach
ignoring cross-view variations would drop drastically when the
viewpoint changes. For example, action recognition rates on
the INRIA Xmas Motion Acquisition Sequences dataset [3]
can drop from 80.0% [3] to lower than 20.0% [4], when
evaluated under cross-view conditions. The cause is that the
appearances of objects can be substantially altered, leading to
intra-class variations larger than inter-class variations. This is
also true for most state-of-the-art gait recognition approaches,
which are based on gait energy images (GEI) [5]. These are
obtained by averaging properly aligned human silhouettes in
gait sequences. Example GEIs belonging to two subjects are
shown in Fig.1. Given a probe in Column b, it is not hard to
tell the more similar gallery GEI in Column a, according to
the shapes and poses of the average silhouettes. However, it
will not be the case for those probes in Columns c-j, with view
angle and/or walking condition variations. Global changes in
appearances are presented in Fig.1, when the cross-view angle
is large, e.g., up to 54◦ (from 36◦ in Column a to 90◦ in
Column d). As a result, there will be a drastic negative impact
on gait recognition, as reported by Yu et al. [6].

Approaches to cross-view gait recognition in the recent lit-
erature can be roughly grouped into three categories. The first
category is to reconstruct the 3D structure of a human body,
so that it can generate arbitrary 2D views by projecting the 3D
model [7], [8]. Approaches of this kind can achieve promising
performance, but they usually require multiple calibrated cam-
eras under fully-controlled and co-operative environments. The
recent development of 3D technology has brought us economic
depth sensors, e.g., the Kinect. However, there are many more
scenarios where only 2D cameras are available, which limits
the application of these approaches in practice. The second
category is to use handcrafted view-invariant features for gait
recognition [9], [10]. These approaches can perform well for
their specific scenarios, but usually it is hard to generalize for
other cases. The last category amounts to learning the cross-
view projections [11], [12], with which one can normalize
gait features from one view to another, or to one or more
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Fig. 1. Example GEIs of two subjects (S1-S2) in the CASIA-B gait dataset [6]. Column a: GEIs in the gallery, with view angle 36◦. Column b: Probes with
the same view angle. Columns c-f: Probes with view angle variations. Columns g&h: Probes with view angle and clothing variations. Columns i&j: Probes with
view angle and carrying condition variations. Gait recognition amounts to identifying the most similar gallery GEI for each probe.

common canonical views, e.g., the side view. In this way,
one can compare the normalized gait features extracted from
any two videos in order to compute their similarity. Empirical
results reported by Kusakunniran et al. [12] showed that these
approaches can obtain good results when the cross-view angle
is relatively small, i.e., 18◦. However, when the angle increases
up to 36◦, the performance will drop drastically.

On the other hand, deep learning has become flourishing
in the computer vision community recently. Particularly, the
deep convolutional neural networks (CNNs) [13] were used
to tackle with various tasks, updating the record scores one
after another. To name a few image-based milestone works,
Krizhevsky et al. [14] trained a very deep 1,000-way im-
age classifier, which is a network with five convolution and
three fully-connected layers. Sermanet et al. [15] established
an integrated framework for image classification and object
detection based on multi-scale deep CNNs. Farabet et al. [16]
dealt with the scene labeling task using hierarchical features
learned via CNNs. On these tasks, CNN has shown over-
whelming advantages over classic approaches due to its deep
and highly non-linear model, which can learn rich features
in a discriminative manner given sufficient labeled training
data [14]. As for video-related works, Karpathy et al. [17]
applied CNNs to large-scale video classification. Although
the dataset with one million videos [17] has greatly pushed
forward the research on CNNs for videos, there was still a
notable gap between dense-trajectory-based [18] and CNN-
based [17] approaches in terms of action recognition. However,
Simonyan and Zisserman [19] have recently proposed a kind of
two-stream convolutional networks, which matches the state-
of-the-art performance. They used an extra column of CNN
to capture the motion between frames from multi-frame dense
optical-flow features.

Turn back to the task of human identification. There are
various kinds of biometric features, e.g., iris, fingerprint, face
and gait, which bear various characteristics. Most recently,
Taigman et al. [20] achieved human-level performance in face
verification using CNNs. A large number of training samples
were required to combat over-fitting. They learned features out
from their large-scale social face classification dataset (SFC),

with 4.4 million labeled faces from 4,030 people. The fea-
tures were learned for directly classifying (identifying) the
subjects in SFC, and were subsequently used to initialize a
Siamese network [21], which would verify pairs of faces.
Besides, Sun et al. [22] obtained comparable results with a
joint Bayesian model learned over hidden features of deep
CNNs. One of the most notable points is that they explicitly
considered 60 local patches instead of only one patch covering
a whole face image. They extracted features with different
CNNs from these patches respectively. But note that gait is
based on temporal sequences in videos, which is its biggest
difference compared with other kinds of biometric features. As
mentioned above, the research on CNNs for video-based tasks
is still open. Here, instead of the generic topic, we consider
a specific one, i.e., human identification via cross-view gait
video sequences. Our method is similar to the third category
of classic approaches mentioned before, in the sense that it
takes advantage of labeled cross-view pairs (identical or not)
as well. However, our method amounts to directly predicting
the similarity given a pair of samples, in an end-to-end manner.
The networks will automatically learn discriminative changes
of gait features which suggest the change of human identity.
Considering the drastic cross-view variations of gait sequences,
our method should benefit from its highly non-linear deep
model, compared with the previous linear and/or shallow
ones [12], [23]. We are working on gait sequences instead
of still face images [20], [22], and our method needs no extra
data and pre-training by human classification as required in
DeepFace [20], yet still greatly outperforms the current best
gait recognition approaches.

We summarize this paper’s contributions as follows.
• We present a CNN-based method for gait recognition.

The networks will automatically learn to recognize the
most discriminative changes of gait features, so as to
predict the similarity given a pair of them.

• We provide an extensive empirical evaluation in terms of
various tasks (cross-view and cross-walking-condition)
with different preprocessing approaches and network
architectures.

• We greatly advance the record scores on the
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CASIA-B [6], OU-ISIR [24] and USF [25] datasets,
showing that our method works pretty well and can
generalize for thousands of categories and complex
backgrounds. Our method shows great potential for
practical use in terms of its high average hit rates under
cross-view conditions, i.e., about 98% for CASIA-B and
91% for OU-ISIR.

In the remaining part of this paper, after introducing more
related works on gait recognition in Section II, we will present
a brief introduction to CNNs in Section III, and then demon-
strate the details of our method in Section IV. Experimental
results are given in Section V, and conclusion of this paper is
given in Section VII.

II. RELATED WORK

Approaches to gait recognition in the recent literature can
generally be grouped into two typical categories, i.e., model-
based [7], [8], [26] and appearance-based [9]–[12]. The first
one amounts to modeling the underlying structure of human
body, while the latter extracts gait representations directly
from videos, without explicitly considering the underlying
structure. The work in this paper falls in the latter category. In
many scenarios, it would be difficult to precisely restore body
structures from videos taken under uncontrolled conditions.
In contrast, appearance-based approaches can still work well
given these videos. As one common pipeline, appearance-
based approaches first obtain human silhouettes from all
frames in a video; compute a gait energy image (GEI) [5] by
aligning the silhouettes in the spatial space and averaging them
along the temporal dimension; then evaluate the similarities
between pairs of GEIs, e.g., by the Euclidean distance; and
finally assign the label to the video by a nearest neighbor
classifier. There are many alternatives for GEIs, e.g., chrono-
gait images [27] and gait flow images [28]. However, a recent
empirical study by Iwama et al. [24] shows that GEI, despite
of its simplicity, is the most stable and effective kind of
features for gait recognition on their proposed dataset with
4,007 subjects.

As mentioned before in Section I, cross-view gait recog-
nition methods can be roughly divided into three categories.
The first category is based on 3D model of human body, while
the second category is based on handcrafted view-invariant
features. The methods, most related to this paper, belong to
the third category, which amounts to learning the projections
across different viewpoints. These methods rely on the training
data to cover the views which appear in the gallery and
probe samples. With learned mapping matrices, gait features in
different views can be projected into certain common subspace
for better matching. Compared with the first two categories of
cross-view gait recognition methods, the third category can be
applied for scenarios with no explicit action by subjects, and
can also be directly applied to views which are significantly
different from the side view, e.g., frontal or back view.

To name a few methods in the third category, Maki-
hara et al. [11] proposed an SVD-based view transforma-
tion model (VTM) to project gait features from one view
into another. Kusakunniran et al. [29] used truncated SVD

to avoid the oversizing and over-fitting problem of VTMs.
After pointing out the limitations of SVD-based VTMs, they
reformulated the VTM reconstruction problem as a support
vector regression (SVR) problem [30]. They selected local
regions of interests based on local motion relationships, instead
of global features [11], [29], to build VTMs through support
vector regression. They further improved the performance by
introducing sparsity to the regression [31]. Instead of project-
ing gait features into one common space, Bashir et al. [32]
used canonical correlation analysis (CCA) to project each pair
of gait features into two subspaces with maximal correlation.
Kusakunniran et al. [12] claimed that there may exist some
weakly-correlated or non-correlated information in global gait
features across views and carried out motion co-clustering
to partition the global gait features into multiple groups of
segments. They applied CCA on these segments, instead of
using the global gait features as Bashir et al. did in [32]. Most
of the above mentioned methods trained multiple mapping ma-
trices, one for each pair of viewpoints. Recently, Hu et al. [23]
proposed to apply a unitary linear projection, named as view-
invariant discriminative projection (ViDP). The unitary nature
of ViDP enabled cross-view gait recognition to be conducted
without knowing the query gait views. On the other hand,
Hu [33] designed a kind of gait feature named as enhanced
Gabor gait (EGG), which encodes both statistical and structural
characteristics with a non-linear mapping. The regularized
local tensor discriminant analysis (RLTDA) was applied for
dimensionality reduction. RLTDA was supposed to be able
to capture the nonlinear manifolds which are robust against
view variations, but it is sensitive to initialization. For that
reason, a number of RLTDA learners were accordingly fused
for obtaining better performance.

III. BACKGROUND: CNN

A CNN [13], [34] is usually composed of a series of stacked
stages, each of which can be further decomposed into several
stacked layers, including a filter bank layer (a convolution
layer), a non-linear activation function, a spatial pooling layer
and sometimes a normalization layer. A convolution layer
is derived from a fully-connected layer via two steps of
simplifications in order to reduce the number of parameters.
In a fully-connected layer, as the name tells, its neurons
are fully connected to those of its previous layer. The first
simplification is to impose the spatial locality so that the
neurons are only connected to local regions of the previous
layer. This kind of layers are also known as the locally-
connected layers. The next step is to share the weights across
all spatial locations. After that, we will obtain a convolution
layer. The classic non-linear activation functions include the
hyperbolic tangent function tanh(x) and the logistic function
f(x) = 1/(1 + e−x). However, Krizhevsky et al. [14] pointed
out that networks with the rectified linear unit (ReLU) [35]
f(x) = max(0, x) can be trained several times faster due to
ReLU’s non-saturating characteristic. ReLU might not be the
optimal choice, but it is favorable for the sake of efficiency.
The spatial pooling amounts to down-sampling by preserving
only one activity for each local region of a feature map. The
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preserved value can either be the maximum or the average
activity within that region. Empirical results show that max
pooling performs better in most cases.

Given the above settings, the l-th convolution stage’s activ-
ities H l can be concisely formulated as

H l = pool(max(0,W l ⊗H l−1 + bl)), (1)

where ⊗ denotes the convolution operation, H l−1 is the input
rendered by the previous layer, H0 is the original input data,
W l contains a number of filters, and bl contains a number
of biases shared across different spatial locations. For each
feature map in H l, accordingly, there will be one filter in
W l and one entry in bl (the bias). Note that the ReLU is
also integrated in Eq.(1), as well as the spatial max pooling.
Considering that ReLU does never saturate in [0,+∞), it is
safe to feed data into networks with no local contrast normal-
ization, as long as there are some examples producing positive
activities [14]. However, Krizhevsky et al. [14] also reported
that their proposed cross-map local response normalization can
aid generalization. It implements a form of lateral inhibition,
introducing competition among the big activities on adjacent
feature maps. For an activity ai at certain spatial location on
the i-th feature map, the cross-map normalized activity bi can
be computed as [14]

bi = ai/(γ + α
∑

j∈nb(k,i)

(aj))
β , (2)

where α, β, γ and k are all configurable parameters.
Once a network gets initialized, its feature maps will be
arranged in certain order. Let there be N feature maps,
and the k neighbors of the i-th feature map nb(k, i) will
be {j|j = max(0, i− n/2), · · ·min(N − 1, i+ k/2)}. No-
tably, only the activities at the same spatial location participate
in this kind of normalization.

There are millions of parameters in a deep CNN. Usu-
ally, for a specific task, the given data cannot afford to
train a good model due to severe over-fitting. To this end,
one can apply data augmentation to increase the size of
training data, by transforming the original examples in var-
ious ways, e.g., rescaling, rotating and cropping. Besides,
Krizhevsky et al. [14] reported that the dropout technique [36]
is often helpful for combating over-fitting. It amounts to
dropping neurons with a rate of 50% during training. Dropped
neurons will neither contribute to the forward nor the backward
propagation. Accordingly, the activities should be multiplied
by 0.5 during testing. Dropout has been explained as an
efficient way for combining many different networks [36],
which reduces co-adaptations of neurons and forces networks
to learn more robust features.

Finally, it should be noted that, in the recent literature, CNNs
are usually built up with the above layers, but the network
architecture will vary according to specific tasks and purposes.

IV. METHOD

A. Gait Recognition
To accomplish gait recognition, one has to predict the

identity of a probe sample, given a gallery which is com-
posed of registered gait samples. Or with formulation, suppose

0o 54o 36o 18o 72o 90o 108o 126o 144o 162o 180o 

NM 

CL 

BG 

Fig. 2. Example GEIs of one subject in the CASIA-B gait dataset [6]
from view 0◦ (left) to 180◦ (right) with an interval of 18◦. Top
row: normal walking (NM). Mid row: with a coat (CL). Bottom row:
with a bag (BG).

there is one probe sample x and Ng samples in the gallery
{(xi, yi = i)|i = 1, · · · , Ng}, where yi denotes the identity of
sample xi. Given the above data, the identity of probe y(x)
is to be predicted.

Most of the widely-used gait recognition datasets provide
gait energy images (GEI) [5], which are the average silhouettes
along the temporal dimension. For example, some GEIs of one
subject in the CASIA-B gait dataset [6] are shown in Fig.2.
The considered cases include eleven views and three different
conditions, i.e., normal walking, with a coat and with a bag.
In the easiest case, probe GEIs and those in the gallery are
in an identical viewpoint, and at the same time they are all
in the normal walking condition. In that case, computing the
similarities based on the Euclidean distance achieved pretty
good results [6]. This paper will consider two cases which are
much harder to deal with.
• Cross-view. Probe GEIs and those in the gallery are in

different viewpoints.
• Cross-walking-condition. Besides the cross-view config-

uration, probe GEIs are either with a coat or with a bag,
while GEIs in the gallery are under the normal walking
condition.

The pipeline of a typical GEI-based gait recognition method
is illustrated in Fig.3. Firstly, extract human silhouettes from
a raw video sequence using an off-the-shelf approach such
as background subtraction based on the Gaussian mixture
model [25]. Then, align and average the silhouettes along the
temporal dimension to get a GEI. Thirdly, given a probe GEIs
and those in the gallery, evaluate the similarities between each
pair of probe and gallery GEIs. As a simple implementation,
one can calculate the Euclidean distance between two GEIs
directly [6]. And finally, assign the identity of the probe
GEI, usually with the nearest neighbor classifier, based on
the computed similarities in the third step. Different from
previous methods, the third step above is realized with deep
convolutional neural networks (CNN) in this paper.

B. Network Architectures
A network to this end should predict the similarity given a

pair of gait GEIs, as illustrated in Fig.3. In the plainest way,
similarities are computed as si = exp(−‖x− xi‖2). In the
context of neural networks, one layer taking in two inputs can
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Fig. 4. Three network architectures to be investigated. Rectangles with capital letters denote different kinds of layers. Blue with C: Convolution layer. Red
with N: Normalization layer. Green with P: Spatial pooling layer. Black with F: Fully-connected layer. Two adjacent squares filled with zero and one together
denote a linear two-way classifier. A purple square to the right of a rectangular with D indicates that this layer applies the dropout technique. Directly next to
each of the C and F letters, there is a number denoting the index of that corresponding layer in the whole network. The strings following each of them (C1,
C2, C3, C1’, C2’ and C3’) are formatted as the size of the filters, the stride and the dimensions of the feature maps. Likewise, those following the P letters are
formatted as the size of the pooling cells, the stride and the dimensions of the down-sampled feature maps. An integer following F4 or F5 denotes the number
of neurons. Better viewed in color.
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Fig. 3. Pipeline of a typical GEI-based gait recognition method. The probe
sample is assigned to S1, which is evaluated as the most similar one.

simulate the subtraction to compute the difference between a
pair of features. Another layer can subsequently summarize
the entries of the difference to predict a similarity. To train the
network in a discriminative manner, the latter layer requires
two nodes instead of one in order to constitute a two-way

classifier. Putting a soft-max layer on its top, we can train the
whole network with the logistic regression loss. In a word, we
need at least two layers with trainable parameters to constitute
an effective predictor, calculating similarities from pairs of gait
features.

The predictor can be concisely formulated as

si = η(ϕ(φ(x), φ(xi))), (3)

where x is a probe GEI, xi is a gallery GEI, φ projects x and
xi into a common space, ϕ computes the weighted difference
between its two inputs, and η predicts the final similarity.
Here, φ can be composed of one or more convolution stages
and fully-connected layers; ϕ must take two inputs, and can
be a convolution stage or a fully-connected layer. As for the
predictor η, the most compact version can be a linear two-way
classifier, consisting of a fully-connected layer and a soft-max
layer. However, we can stack one or more convolution stages
and fully-connected layers below this compact η to compose
deeper networks. Note that all bias terms are omitted in Eq.(3)
for conciseness.

Below, we highlight three different network architectures
investigated in this paper, as illustrated in Fig.4. Note that
all of the three finally involve deep and non-linear matching,
despite of their names. The key difference is when and where
to start matching the features of GEI pairs, i.e., at the bottom
layer or the top layer, over local features or global features.
In the networks, if not mentioned explicitly, all filters are of
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Fig. 5. Top: Learned pair-filters in the first network, i.e., LB in Fig.4. Every
two horizontally adjacent filters constitute a pair-filter. Bottom: Filters of the
first convolution stage in the second network, i.e., MT in Fig.4. The weights
are normalized into gray-scale values for illustration. Lighter pixels denote
positive weights, while dark ones denote negative weights.

size 7×7 and applied with a stride of one; all spatial pooling
operations are applied in 2×2 neighborhoods with a stride of
two; and all neurons are ReLUs except those of the last layer
before the soft-max. More details will be given in Section V-B.

1) Matching Local Features at the Bottom Layer (LB): In
this network, pairs of GEIs are compared with each other
within local regions, and only linear projection is applied
before computing the differences between pairs of GEIs, which
is realized by the sixteen pair-filters in the bottom-most con-
volution stage. A pair-filter takes two inputs and can be seen
as a weighted comparator. At each spatial location, it will first
re-weight the local regions of its two inputs respectively, and
then render the sum of these weighted entries to simulate the
subtraction. As shown in Fig.5, although in a weighted manner,
some of the learned pair-filters are indeed subtracting gallery
GEIs from probe GEIs. The idea of pair-filters here is similar to
the one proposed by Sun et al. [37] in terms of face verification.
Here, the motivation is to simulate the linear normalization-
based approaches to cross-view gait recognition [11]. That
amounts to projecting GEIs of different views into a common
space where the GEIs become more comparable. However,
the different point is that there are two more convolution
stages above the matching layer. The subsequent deep and
non-linear part of the network is supposed to be beneficial to
learning complex patterns from the differences between GEI
pairs. Given GEIs in size 88×128, a neuron on Layer C3 has a
receptive field in size 46×46. And feature maps on Layer C3
are in size 11×21. From these features, the top-most two-way
classifier will mine the most discriminative ones, which can
tell the probability of a GEI pair having the same identity, i.e.,
the similarity. The network can be concisely formulated as

si = W 4f(W 3f(W 2(f(W 1x) + f(W ′
1xi)))), (4)

where W l denotes the weights on the l-th layer (or filters for
convolution layers), and f is a non-linear activation function.
Note that the bias terms, the spatial pooling and cross-map
normalization operations are omitted here for clarity, and that
W 1 and W ′

1 are different from each other. The formulations
of the next two networks are similar. The key point is that there
is always one matching layer with a pair of weight matrices,
i.e., W l and W ′

l, applying the weighted subtraction.
2) Matching Mid-Level Features at the Top Layer (MT):

In this network, two extra non-linear projections are applied
before computing the differences between pairs of GEIs on
Layer C3, as shown in the middle part of Fig.4. The motivation
is to apply deep non-linear normalization to GEIs instead of
the shallow linear one in LB. This kind of normalization,

composed of three convolution stages, is non-linear and
significantly different from previous normalization-based
works [11]. The non-linearity enables the network to learn a
more complex projection if needed. The projected features
are matched at Layer C3 so as to obtain the differences
between pairs of GEIs, in size 11×21, which are the very
features for subsequent classification. Note that these are not
strictly global features which directly describe a whole GEI.
Instead, they are concatenations of mid-level features at many
spatial locations. As same as in LB, the receptive field of
a neuron on Layer C3 is in size 46×46, which is also the
receptive field of these mid-level features. The sizes of local
regions for matching are actually the same in Networks LB
and MT. The key point is the order. LB directly computes the
weighted differences at the bottom layer (with local features),
and then learns to recognize the patterns in the obtained
differences with the rest two convolution layers. In contrast,
MT learns mid-level features first, and then computes the
weighted differences. Note that these configurations also keep
the model complexity of LB and MT consistent with each
other. Network MT is related to Siamese networks [21] in
the sense that the filters are shared between its two columns.
However, the learned weighted difference is used instead of
the direct absolute difference.

3) Matching Global Features at the Top Layer (GT): In
this network, pairs of GEIs are compared with each other
by learned global features. As shown in the right part
of Fig.4, it has two more fully-connected layers compared
with Network MT, i.e., Layers F4, F4’ and F5. Similarly,
Layers F4 and F4’ will share their weights. However,
being different from Networks LB and MT, the weighted
differences are not computed within local regions, but from
global features at Layers F4 and F4’. Each of them is the
descriptions of a whole GEI, with only 1,024 entries, which is
much more compact than those of Networks LB and MT, i.e.,
59k (11×21×256). The model complexity of Network GT is
higher than the previous two due to the use of fully-connected
layers, which can lead to over-fitting depending on the size
of training data. However, the advantage of this network is
its compactness, which can lead to computational efficiency.
In Network LB, given one probe and Ng gallery GEIs, Ng

pairs of GEIs have to be passed through the whole network.
However, there is a much more efficient implementation based
on this network. First, we can store in advance the output of
Layer F4’ for all gallery GEIs. Second, feed a probe GEI to
the network once and obtain the output of Layer F4. Finally,
compare the two 1,024-dimensional features using Layer F5
and the two-way classifier. Note that, for Network MT, it is
not so attractive to store the output of Layer C2, since it is
of size 29k (17×27×64) even after down-sampling by the
spatial pooling layer.

In addition to the variation in terms of architecture, we also
consider networks with different depths. There are four of
them, i.e., small LB and MT, as illustrated in Fig.6, and large
LB and MT, as illustrated in Fig.7. The small networks are
derived from the standard ones by removing the third stage of
convolutions. To make sure that the representations fed into
the two-way classifiers are almost of the same dimension, the
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pooling layers in the second stage are also removed. These
two networks are supposed to apply simpler and more local
matching, considering less number of layers and the smaller
receptive fields of the neurons in the second stage (than in the
third stage of a standard network). On the other hand, the large
networks are derived by stacking two more convolution stages
on top of the standard ones. They are supposed to apply more
complex and global matching.

C. Temporal Information
It is natural to consider temporal information in gait recog-

nition. For example, Bissacco and Soatto proposed a hybrid
dynamical model of human motion for gait analysis [38]. To
capture temporal information under the framework of CNNs,
Simonyan and Zisserman trained an additional network on top
of temporal features [19], i.e., optical flow. They built up a two-
stream network to capture appearance from still frames and
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Fig. 8. The two-stream network. Refer to Fig.4 for more details.

motion between frames spontaneously. Besides, another kind
of methods introduced 3D structures into CNNs [17], [39].
The idea was to treat adjacent frames as different channels.
In both of the above mentioned two kinds of methods, no
obvious advantages of CNNs were shown in terms of recogni-
tion accuracies. Although better CNN features learned on the
ImageNet classification dataset [40] can greatly boost the per-
formances on video-based tasks [41], CNNs have not yet been
shown to be overwhelmingly effective in capturing temporal
information. Recurrent neural networks [42], especially long
short-term memory models [43], are supposed to better deal
with temporal sequences [44], [45], but it is out of the scope of
this paper. Based on the above considerations, we here inspect
two methods described as follows.

First, we train a two-stream network as illustrated in Fig.8.
Note that this is not an MT network. Instead, it is composed
of two LB networks. The left stream takes a pair of GEIs as
the input, which is the counter part of the stream processing
still images in Simonyan and Zisserman’s network [19]. The
right stream takes a pair of chrono-gait images (CGIs) [27] as
the input, which is the counter part of the stream processing
optical flow features [19]. Wang et al. [27] carefully designed
the CGI to carry temporal information by color mapping. They
started from the extraction of contours in each gait image, and
utilized a color mapping function to encode each of the gait
contour images in the same gait sequence and aggregated them
into a single CGI. Two computed CGIs are shown in Fig.8 for
example.

Second, we train a network with 3D convolutions in its
first and second layers, as illustrated in Fig.9. To this end, the
network should take raw frames as the input. During training,
each time we feed it with a pair of sequence slices, each of
which is composed of nine adjacent frames sampled from a
gait sequence. During testing, we feed it with all frames of a
sequence (nine by nine to fit the network input), and average
the output. One limitation of this method is that the network
only takes nine adjacent frames as its input during training,
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Fig. 9. The 3D CNN network. Refer to Fig.4 for more details.

while a sequence may have dozens of frames. To enlarge
the temporal window of a training sample, we randomly pick
multiple (sixteen in this paper) groups of adjacent frames, feed
them within the same mini-batch and average the computed
feature maps in the network after Layers C3 and C3’ in Fig.9.
We empirically find it to be important for high recognition
rates. In addition to the above described network, we will
also investigate another two networks, which share a similar
structure but respectively have no or only one 3D convolution
layer.

V. EXPERIMENTS

A. Datasets
The first one is the CASIA-B gait dataset [6]. There are 124

subjects in total, and 110 sequences per subject. Namely, there
are eleven views (0◦, 18◦, · · · , 180◦) and ten sequences per
subject for each view. Among the ten, six are taken under
normal walking conditions (NM). Four of them are in the
gallery (NM #1-4) and the rest two are kept as probes (NM #5-
6). Another two are taken when the subjects are in their
coats (CL), kept as probes (CL #1-2), and the remaining two
are taken with bags (BG), kept as probes (BG #1-2). Example
GEIs extracted from this dataset can be found in Figs.2 and 11.
Cross-view gait recognition on this dataset is challenging,
especially when the cross-view angle is larger than 36◦ [6],
[12]. It becomes even harder when probe and gallery samples
are under different walking conditions. There are few reported
results under this configuration [23], though this is a widely-
used dataset for gait recognition.

The second one is the OU-ISIR gait dataset [24]. There
are 4,007 subjects (2,135 males and 1,872 females) with ages
ranging from one to 94 years old. For each subject, there are
two sequences available, one in the gallery and the other as a
probe sample. Four view angles are considered (55◦, 65◦, 75◦,
85◦). The cross-view angles are smaller than those in CASIA-
B, and there are no variations in walking conditions. However,
this dataset allows us to determine statistically significant

S1 

S2 

Gallery ProbeA ProbeB ProbeC ProbeD ProbeE ProbeF ProbeG ProbeH ProbeI ProbeJ ProbeK ProbeL 

Fig. 10. Top: The stage where the USF gait sequences are imaged. Bottom:
The GEIs of two subjects under different conditions. See the text for details.

performance differences between gait recognition approaches
due to its big number of subjects.

The third one is the USF gait dataset [25], which is also
one widely-used benchmark in the gait recognition community.
There are 122 subjects in total, for each of whom there are
five covariates, leading to 32 possible conditions under which
gait sequences can be imaged. These include two different
shoe types (A and B), two carrying conditions (with or
without a briefcase), two surface types (grass and concrete),
two viewpoints (left and right) and two time instants. The
sequences in this dataset are recorded in an outdoor scene, with
more complex backgrounds, which is more close to a practical
scenario. As a result, the obtained GEIs are more noisy and
of lower quality. The outdoor scene and some example GEIs
are shown in Fig.10.

B. Implementation Details

1) GEI: After being obtained from raw frames by off-
the-shelf background subtraction approaches, the silhouettes
have to be cropped, rescaled and aligned, as shown in the
second row of Fig.3. When people are walking under normal
conditions, we observe that the height of silhouettes in a
sequence usually varies stably, and that the gravity center of
silhouettes usually moves stably. Considering that, we here
adopt a heuristic approach as follows. For each frame of a
gait sequence, firstly, locate the top and bottom pixels of the
silhouette and record the distance between them along the
vertical dimension (the height). Secondly, compute the gravity
center of the silhouette, which will be used to locate it along
the horizontal dimension next. Thirdly, with the gravity center,
the height obtained in the first step and a given aspect ratio, i.e.,
11/16, draw a rectangle box circling the silhouette, as shown
in the second row of Fig.3. Finally, crop off the region within
the rectangle and resize it into a given size (88×128). This
preprocessing returns a series of roughly aligned silhouette
sequences. Classically, one has to segment a sequence so
as to compute its GEI within a gait circle [5]. However,
we empirically find that using the whole sequence works
comparably well for our method. We choose this version of
GEIs only for the sake of convenience in implementing mixture
of GEIs as presented below.
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Fig. 11. Clustered GEI centers and example subGEIs of one subject in the
CASIA-B gait dataset [6] from view 0◦ (left) to 180◦ (right) with an interval
of 18◦. Top row: The three clustered centers, each sub-row denotes a center.
Second row: The sub-GEIs under the normal walking condition.

2) Mixture of GEIs: In a GEI, the noise due to failed
pre-processing can be effectively suppressed by averaging
silhouettes within a long temporal range. However, this average
strategy can lead to the loss of details. The motivation is that
the distribution of gait can be seen as a mixture of Gaussian
distributions instead of a single Gaussian. The idea is similar to
spatial pyramid matching for image classification [46], which
slices an image into several regions where classic bag-of-words
representations can be computed respectively. Here, we slice
a gait sequence and treat these slices separately. We let the
silhouettes cluster into several groups, and compute one GEI
for each group of silhouettes in a sequence. Here, we highlight
two points below.
• Treat silhouettes in different viewpoints separately. The

target is to separate a sequence, which can only be in
one viewpoint1.

• Compare corresponding subGEIs only. It has no merits
to compare two silhouettes if they are definitely in
different poses.

This extension to GEIs will be evaluated on the CASIA-B
dataset [6]. To this end, we randomly pick out ten silhouettes
from each normal walking sequences belonging to the first 24
subjects. For each view angle, we let the silhouettes cluster
into three groups. Then, we sort the groups with a kind
of handcrafted feature, i.e., the width of the lower part. To
compute it, crop a GEI and keep the lower 30% of it, find
the left-most and right-most pixels whose gray-scale value is
bigger than 32, and return the horizontal distance between
the two pixels. The clustered centers and some examples are
shown in Fig.11. For 0◦ and 180◦, the differences between
silhouettes are so subtle that our method might fail to cluster
them properly. However, the results are reasonable for the rest
nine view angles.

1It is true for our used datasets.

3) Network Architecture: For some of the networks illus-
trated in Fig.4, we also apply group sparsity to their convo-
lution layers. Namely, the filters in the third stage are only
applied on sixteen of the second stage’s 64 channels, and those
in the forth stage (if exists) are only connected to 64 of the third
stage’s 256 channels. As for the cross-map normalization in
Eq.(2), following the suggestion by Krizhevsky et al. [14], we
set the four configurable parameters as α = 10−4, β = 0.75,
γ = 2 and k = 5.

4) Training: We train the networks using back-propagation
with the logistic regression loss, and update the weights with
a mini-batch of size 128. We initialize the weights of each
layer using a Gaussian distribution with a mean of zero and a
standard deviation of 0.01. All the bias terms are initialized
with the constant zero. For all layers, the momentums for
weights and bias terms are 0.9, and the weight decay is
0.0005. We start with a learning rate of 0.01, and divide it
by ten for two times. In some cases, we have to start from
0.001 otherwise the training will not converge. We decide the
iterations according to empirical results on the validation set
of the CASIA-B dataset [6]. Usually, we cost about 1.2 million
iterations to train one network.

5) Sampling: We feed the networks with a balanced training
set. Namely, the positive and negative samples respectively
constitute half of the training set. To obtain a positive sample,
we randomly pick a subject, then two of his present view an-
gles, and finally his two sequences in these angles respectively.
To obtain a negative one, we do the same except picking out
the sequences from two different subjects.

6) Evaluation: Note that the task is not multi-view but
cross-view gait recognition. We do have access to all view
angles during training the networks. However, in each test
case, the gait sequences registered in the gallery should all be
in the same view angle. For the sake of better comparison and
analysis, we sometimes iterate the possible probe and gallery
view angles so as to cover all the cross-view combinations,
as in Table V; And sometimes report results on a subset of
the cross-view combinations, as in Tables II and IV. In other
experiments whose results are shown in Tables I and III, and
those in Figs.12, 15 and 16, we fix the probe view angle and
report the average recognition rates while the gallery view
angle varies.

C. Impact of Network Architectures
We compare the performances of three networks. The

first two are illustrated in Fig.4, i.e., Local @ Bot-
tom (LB) and Mid-Level @ Top (MT). We do not compare
Global @ Top (GT) in detail considering its less satisfactory
performance. In our experiments, Network GT suffers from
severe over-fitting, probably due to the small training dataset.
However, we sometimes do favor its computational efficiency.
As a compromise, we modify Network MT to obtain more
compact features, which is the very third network compared
here, i.e., Compact Mid-Level & Top (CMT). It amounts to
use a larger stride in the third convolution stage. For example,
when we use a stride of five, the resulting feature map will be
in size 3×5×256, with only 3,840 entries.
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Among the 124 subjects in the dataset, the first 50 are used
for training, the next 24 are kept for evaluation, and the rest
50 are preserved for testing. We test our method under the
three kinds of walking conditions considered in this dataset,
i.e., normal walking (NM), walking wearing a coat (CL) and
carrying a bag (BG). The results are reported in Fig.12. Note
that each of these identification accuracies is the average score
for a given probe view angle with different gallery view angles.
Based on these results, we highlight six points as follows.

1) LB ≈ MT � GT: There are no significant gaps between
the performances of LB and MT, and they both outperform
GT with a clear margin. Considering the number of training
data in our task, it is very important to deal with the over-
fitting problem. There are a rather large number of trainable
parameters on Layers F4 in GT, which is probably one of
the reasons why we witness severe over-fitting problems with
GT. Besides, pairs of GEIs are matched with each other more
locally in LB and MT than in GT. Note that the silhouettes have
already been roughly aligned in pre-processing. As a result, the
subtle shape and pose changes can be better recognized from
local differences obtained in LB and MT.

2) LB vs. MT: The most notable difference between the two
is that MT performs better for view angles around 0◦ or 180◦.
Recall the GEIs given in Fig.2. These two viewpoints are too
different from the other ones. As a result, they would prefer
matching at upper layers, where the receptive field of a node
is larger and more complex transformation is allowed before
the matching.

3) MT vs. CMT: There is a moderate drop in performance
for CMT compared with MT. Nevertheless, CMT still outper-
forms the baseline with a clear margin when we consider all
of the eleven view angles. It can be a compromise between
the accuracy and efficiency when needed.

4) MT vs. Siamese: The Siamese network can approximately
be seen as a special case of MT, which applies the same
convolutions in the third stage to its gallery and probe columns
(although with different signs). However, MT has more pa-
rameters, and may learn more complex differences. As shown
in Fig.12, generally speaking, MT performs slightly better than
a Siamese network.

5) 0◦ ≈ 180◦ > 90◦ > · · · > 36◦ ≈ 144◦: Someone might
be surprised about that the 90◦ view, with the richest gait
information, seems harder than other view angles such as 36◦.
To explain that, recall the GEIs given in Fig.2 again. First, it
is about the cross-view setting in our experiment. Besides the
0◦ and 180◦ views, the profile view (90◦) is the most different
one from the other views. Second, considering the BG subset
only, a bag usually changes the profile view more than the
other views.

6) CL > BG > NM: Cross-view and cross-walking-
condition gait recognition is challenging [6], [33]. Our method
has obtained very promising results on the NM subset, espe-
cially when excluding the four outer view angles, i.e., 0◦, 18◦,
162◦, 180◦. This is reasonable since silhouettes in these frontal
and back viewpoints carry little gait information. As for the
BG subset, our method still performs well. However, it needs
further improvements for the CL subset, especially when the
cross-view angle is larger than 36◦, as shown in the central part

of Fig.12. The cause behind these results is that carrying a bag
only affects a small part of a GEI, while wearing a coat can
greatly change the appearance, as shown in Fig.2. There are
little results reported in the literature under these settings. So,
we present no baselines for the CL and BG subsets in Fig.12,
and similarly, none in Figs.15 and 16.

In the remaining part of our experiments, we will use the LB
network by default, for two reasons. First, it performs much
better than GT. Second, it is generally comparable with MT
in accuracy, and meanwhile, it is almost two times as fast and
uses half of the GPU memories.

D. Impact of Network Group Sparsity
Networks with group sparsity can generate as large feature

maps with less trainable parameters, which is sometimes
important to suppress over-fitting. Besides, sparse networks
are more efficient both during training and testing. We report
the performances of the sparse LB and MT, and the large
sparse LB and MT networks in Fig.13. The results show that
our strategy to introduce sparsity generally does not affect the
performance of an LB network, but can improve the one of an
MT network under the CL and BG conditions. There are more
trainable parameters in the third stage of an MT network (than
in an LB network), so this is probably achieved by suppressing
over-fitting.

E. Impact of Network Depths
The inspected networks include those with two, three or five

stages of convolutions, as illustrated in Figs. 4, 6 and 7. The
results obtained on the CASIA-B dataset are given in Fig.14.
Under all of the three conditions, there is an obvious drop
in performance for small LB compared with LB. It is too
shallow to learn an effective model for gait matching. On
the other hand, large LB shows no advantage over LB, and
large MT may even perform worse than MT. According to
our experiments, this has something to do with over-fitting.
Early-stopping or more training data might be needed to train
such large networks. Also note that small MT is missing here
because it never converges in our experiments with different
initializing strategies and learning rate schedules.

F. Impact of Input Resolutions
As shown in Fig.15, down-sampling the GEIs (into 32×32

or 64×64) leads to a slight drop in performance for the
NM and BG subsets. Note that all the curves are far above
the baseline method, so down-sampling the GEIs can be a
better choice if there is a demand for computational efficiency.
There is an exception that the network with half resolution
outperforms the one with full resolution on the CL subset.
This should have a connection to the comparison between
LB and MT. Greater variations would prefer larger receptive
fields. Note that the GEIs vary drastically in appearances, as
shown in Fig.2. In the network with half resolution, the side
length of the receptive field on Layer C3 is doubled, becoming
92×92 in the original resolution. That will cover a big part of
a GEI in size 80×128, allowing the network to apply more
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Fig. 12. Impact of network architectures evaluated on CASIA-B. Given a probe angle, we test all allowed gallery angles and report the average accuracies.
ViDP [23] is the previous best performer. NM: Normal walking. CL: With a coat. BG: With a bag.
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Fig. 13. Impact of network group sparsity evaluated on CASIA-B. ViDP [23] is the previous best performer. NM: Normal walking. CL: With a coat. BG: With
a bag.

complex matching. However, further enlarging the receptive
field into size 184×184 has no merits, since in this resolution
all differences seem too subtle to recognize.

G. Impact of Input Features
As shown in Fig.16, the proposed mixture of GEIs can

further improve the performance, especially under the clothing
variation condition. We can take advantage of it to pursue the
best recognition rate, as listed in Table III. The result suggests
that CNNs can learn more if we present richer data instead of
only a single GEI for each gait sequence.

To evaluate the importance of fine alignment, we ran-
domly shift the silhouettes before averaging them to compute
GEIs. They are shifted in horizontal and vertical directions
respectively by an offset randomly sampled from a Gaussian
distribution with a mean of zero and a standard deviation of

20 (in pixels). Recall that the size of GEIs is 128×88. So this
shifting can drastically change the appearances of obtained
GEIs. Nevertheless, the results in Fig.16 (LB + Noisy GEIs)
demonstrate that CNNs are pretty robust to this kind of noise.

Besides, we also train a network on top of the chrono-gait
images (CGIs) [27]. As shown in Fig.16, this kind of features
on its own performs much worse than GEIs.

H. Impact of Data Augmentation
We apply no data augmentation in most of our experiments.

The exceptions are three LB networks, which are respectively
trained with randomly cropping a 110×110 sub-window, rotat-
ing between −8 and 8 degrees, and rescaling between 90% and
110%. The related results are shown in Fig.17. These networks
are inferior in terms of performance compared to the standard
LB network trained without any data augmentation. This
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Fig. 14. Impact of network depths evaluated on CASIA-B. ViDP [23] is the previous best performer. NM: Normal walking. CL: With a coat. BG: With a bag.
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Fig. 15. Impact of input resolutions evaluated on CASIA-B. Given a probe angle, we test all allowed gallery angles and report the average accuracies. ViDP [23]
is the previous best performer. NM: Normal walking. CL: With a coat. BG: With a bag.

is reasonable since samples transformed drastically seldom
appear either in the training or testing dataset, which is true
for most of the existing gait recognition datasets. This is
very different from those for generic object recognition, e.g.,
the ImageNet dataset [40], and those for face recognition,
e.g., the Labeled Faces in the Wild dataset (LFW) [47].
Nevertheless, combining the above mentioned four networks
by averaging their predicted similarity scores, we can achieve
apparently better recognition rates, as shown in Fig.17. This
result suggests that the three networks trained specifically for
hard cases can supplement the standard one when it fails due
to obvious transformations.

I. Impact of Temporal Information
Results showing the impact of temporal information are

given in Fig.18. As shown in Fig.8, the first method is to
train a two-stream network on top of GEIs and CGIs (LB
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Fig. 17. Impact of data augmentation evaluated on CASIA-B.

+ GEIs + CGIs), which performs slightly better than the
baseline (LB). This result is expected since the two-stream
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Fig. 16. Impact of input features evaluated on CASIA-B. Given a probe angle, we test all allowed gallery angles and report the average accuracies. ViDP [23]
is the previous best performer. NM: Normal walking. CL: With a coat. BG: With a bag.

network takes advantage of the two kinds of gait features,
which respectively capture different aspects of information
from gait sequences. The second method is to train a network
with 3D convolution layers, as shown in Fig.9. When we
increase the number of 3D convolution layers from zero to
two, there are significant improvements in terms of recognition
rates. Furthermore, when the feature map averaging component
is included, the network (3 frames, 16 averaged) outperforms
LB with a clear margin. Otherwise, the temporal window of a
training sample would be so narrow (nine frames in this paper)
that it can hardly carry enough information of a gait sequence.
For comparison, recall that a GEI is computed by averaging
all frames of a gait sequence, so its temporal window is as
wide as the whole sequence.

For clarity, we list the numerical results in Table III.
Generally speaking, the three networks considering temporal
information perform better than those five only trained on top
of GEIs. And notably, we achieve the best mean recognition
rate using the ensemble of these networks. Specifically, we
combine the five models based on GEIs to obtain an average
recognition rate of 93.0%, and combine the three models
dealing with temporal information to obtain 93.5%. When we
combine the above two, the performance improves further.
These results suggest the importance of capturing temporal
information. More sophisticated models such as the recurrent
neural networks [42] can hopefully further improve the per-
formance.

J. Comparison on CASIA-B
The comparison of our method with those in the literature is

presented in Tables I, II, III and IV. These methods are listed
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Fig. 18. Impact of temporal information evaluated on CASIA-B.

because they are the most recent and best performers. Their
scores are directly taken from the original papers, and the
comparison is only conducted between the results obtained
with the same division of training and testing data. Generally
speaking, our method performs better than these methods with
significant margins. For example in Table III, our average
accuracy for the probe angle 126◦ is at least 92.1%, compared
with 65.0%, when we use 74 subjects for training and consider
all of the eleven view angles in the gallery. Particularly,
by averaging the similarity scores of multiple networks, we
achieve the best mean recognition rate, i.e., 94.1%. In addition,
we highlight the four points as follows.

First, our method achieves promising performance even only
with the sequences from 24 subjects for training, as shown in
Tables I and II. There are six gait sequences per subject, each
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of which is recorded from eleven view angles. Namely, in this
case, the number of GEIs for training is only 1,584. These
data are much less than those used in DeepFace, proposed by
Taigman et al. [20]. They used 4.4 million labeled faces from
4,030 people for pre-training. Our method can work on such
small data for two reasons.
• We feed our networks with pairs of GEIs, so the number

of combinations for training can be above a million.
• Networks LB and MT have no fully-connected layers

besides the final two-way linear classifiers, which greatly
reduces the number of trainable parameters.

Also note that the network pre-trained by identification in Ta-
ble III is our implementation following their pipeline. Namely,
we first train features in terms of human classification (identifi-
cation), and then use these features to evaluate the similarities
between pairs of probe and gallery GEIs.

Second, considering the large number of parameters in
our deep networks, it is natural to use as more training
data as possible. There is a clear margin between models
learned with different number of training samples. As listed
in Tables I and III, the improvement gained by training data
from 50 more subjects with gallery view angles in 0◦-180◦
is around 20%, and the one with gallery view angles in 36◦-
144◦ is around 10%. This improvement has enlarged the gap
between the previous best method ViDP [23] and ours, from
about 20% to about 30%.

Third, our method performs pretty well even when the
cross-view angle is large, e.g., 36◦ or 54◦, as shown in
Table II. Here, CMCC [12] is listed for comparison instead
of ViDP [23], only because no such numerical results are
reported in the ViDP paper. But, their performances are quite
comparable, as shown in Table I. When the cross-view angle
is 18◦, CMCC performs nearly the same with our method. In
contrast, for larger cross-view angles, CMCC’s performance
degrades drastically. These results demonstrate that deep non-
linear models have advantages in capturing invariant features,
even when the appearances of GEIs have changed drastically
due to viewpoint variations.

Finally, the results on the CL subset shown in Table IV seem
less promising than those on the BG subset. According to our
empirical study, one possible reason is the lack of training
data. Due to larger appearance variations, the CL subset is
harder than the NM and BG subsets. Networks may easily
over-fit if the training set is not big enough. Recall the large
improvements brought by only increasing the training data,
as shown in Tables I and III. As for the CL subset, with 34
subjects for training, the average scores of our method are
respectively 20.7%, 33.8%, 34.8% and 33.2%, given that the
probe angles are 0◦, 54◦, 90◦ and 126◦. If we use 74 subjects
for training, the average scores will be raised up to 37.7%
for 0◦ and around 60% for the rest, as listed in Table III.
Note that we do not thoroughly compare with any baselines
on this subset only because there are no comparable results
reported in the current literature. The most related work is Hu’s
RLTDA [33] as given in Table IV, where only several cases
are reported, with cross-view angle being 18◦. Nevertheless,
with 74 subjects for training, we have raised the identification
scores up to a pretty acceptable level when excluding the four

Gallery NM #1-4 0◦-180◦ 36◦-144◦

Probe NM #5-6 0◦ 54◦ 90◦ 126◦ 54◦ 90◦ 126◦

SVR [30] – 28 29 34 35 44 45
TSVD [29] – 39 33 42 49 50 54
CMCC [12] 46.3 52.4 48.3 56.9 - - -
ViDP [23] – 59.1 50.2 57.5 83.5 76.7 80.7

Ours 54.8 77.8 64.9 76.1 90.8 85.8 90.4

TABLE I. COMPARISON OF OUR METHOD WITH PREVIOUS ONES ON
CASIA-B BY AVERAGE ACCURACIES (%), EXCLUDING IDENTICAL-VIEW
CASES. MODELS ARE TRAINED WITH GEIS OF THE FIRST 24 SUBJECTS.

Probe view Gallery view Ours CMCC [12] NN [6]
0◦ 18◦ 95.0 85 23.8

54◦ 36◦ 98.5 97 29.8
54◦ 72◦ 98.5 95 21.8
90◦ 72◦ 99.5 96 81.5
90◦ 108◦ 99.5 95 87.9
126◦ 108◦ 99.0 98 37.1
126◦ 144◦ 97.0 98 43.1

0◦ 36◦ 73.5 47 4.4
54◦ 18◦ 91.5 65 8.9
54◦ 90◦ 93.0 63 17.7
126◦ 90◦ 92.0 78 15.3
126◦ 162◦ 83.0 75 2.4

54◦ 0◦ 47.5 24 4.0
54◦ 108◦ 89.5 53 16.9
90◦ 36◦ 67.5 41 6.9
90◦ 144◦ 66.0 41 1.6
126◦ 72◦ 90.5 60 21.0
126◦ 180◦ 43.0 22 3.6

TABLE II. COMPARISON WITH KUSAKUNNIRAN ET AL.’S
METHOD [12] AND YU ET AL.’S BASELINE [6] UNDER NORMAL WALKING
CONDITIONS ON CASIA-B BY ACCURACIES (%). MODELS ARE TRAINED

WITH GEIS OF THE FIRST 24 SUBJECTS.

outer view angles. For the CL subset, they are above 70%
(only except the case when the probe view angle is 144◦), and
for the BG subset, they are all above 80%, as shown in Fig.16.

K. Comparison on OU-ISIR
We apply five-fold cross-validation on this dataset. All the

subjects are randomly divided into five sets. In each run, keep
one set for testing, and train a network with the remaining
sets. Finally, the average identification accuracies and their
deviations are reported. At this point, there are no previous
works reporting cross-view recognition scores on this dataset.
So in Table V, we report the identical-view recognition scores,
as well as cross-view scores, in order to compare with those
reported by Iwama et al. [24], and to tell the impact of
viewpoint variations. The results show that our method can
generalize well for such a large-scale dataset. Notably, there
are hundreds of subjects whose GEIs of view angle 85◦
are missing. We did not balance the training samples across
different view angles. As a result, there are relatively less GEIs
of view angle 85◦ in the training dataset, which should be the
reason why the corresponding cross-view recognition scores
drop more than the other cases.

L. Comparison on USF
According to the official setting, the considered conditions

should include one for gallery and twelve for probe (from



0162-8828 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TPAMI.2016.2545669, IEEE
Transactions on Pattern Analysis and Machine Intelligence

WU et al.: A COMPREHENSIVE STUDY ON CROSS-VIEW GAIT BASED HUMAN IDENTIFICATION WITH DEEP CNNS 15

Gallery NM #1-4 0◦-180◦ 36◦-144◦

Probe NM #5-6 0◦ 18◦ 36◦ 54◦ 72◦ 90◦ 108◦ 126◦ 144◦ 162◦ 180◦ Mean 54◦ 90◦ 126◦

CCA [32] – – – – – – – – – – – – 66 66 67
ViDP [23] – – – 64.2 – 60.4 – 65.0 – – – – 87.0 87.7 89.3
Network pre-trained by identification 60.1 66.4 74.7 72.7 65.7 64.8 69.5 71.4 72.8 66.8 58.5 67.6 82.5 83.0 85.5
LB network with 3 convolution layers 79.1 88.4 95.7 92.8 89.1 87.0 89.3 92.1 94.4 89.4 75.4 88.4 98.0 98.2 98.7
LB network with group sparsity 82.6 90.3 96.1 94.3 90.1 87.4 89.9 94.0 94.7 91.3 78.5 89.9 98.0 98.0 99.2
Siamese network with 3 convolution layers 85.3 93.1 94.6 94.8 89.7 87.0 88.3 93.8 94.6 93.3 82.9 90.7 98.5 97.8 99.0
MT network with 3 convolution layers 87.7 92.0 95.3 94.2 89.9 86.5 90.2 95.0 96.5 92.9 82.9 91.2 97.5 96.7 99.3
MT network with group sparsity 85.8 91.6 95.4 93.6 90.2 84.2 88.5 93.8 96.9 91.4 81.3 90.2 98.3 96.8 99.7
Two-stream network with GEI and CGI 82.7 90.0 95.2 94.6 90.5 86.6 88.2 94.5 94.8 90.3 80.7 89.8 98.0 97.8 99.7
Network with 1-frame input (averaging 16 samples) 86.9 92.5 95.7 95.5 88.9 86.9 88.5 92.5 96.2 94.5 86.7 91.3 98.5 96.7 98.3
Network with 3-frame input (averaging 16 samples) 87.1 93.2 97.0 94.6 90.2 88.3 91.1 93.8 96.5 96.0 85.7 92.1 97.3 97.7 98.8
Ensemble of LB networks (different data augmentation) 83.3 92.3 96.7 94.6 91.7 89.7 92.2 94.0 96.3 92.3 79.0 91.1 98.0 99.0 99.7
Ensemble of networks with GEI 87.7 93.3 97.3 95.6 93.4 90.5 92.9 96.2 97.5 93.8 85.1 93.0 98.7 98.8 100.0
Ensemble of networks with temporal information 88.1 93.3 98.0 96.1 93.6 90.8 92.0 96.0 98.1 95.6 86.4 93.5 98.5 99.2 100.0
Ensemble of the above two 88.7 95.1 98.2 96.4 94.1 91.5 93.9 97.5 98.4 95.8 85.6 94.1 98.5 99.0 100.0

Probe CL #1-2 0◦ 18◦ 36◦ 54◦ 72◦ 90◦ 108◦ 126◦ 144◦ 162◦ 180◦ Mean 54◦ 90◦ 126◦

LB network with sub-GEIs 37.7 57.2 66.6 61.1 55.2 54.6 55.2 59.1 58.9 48.8 39.4 53.98 77.3 74.5 74.5

Probe BG #1-2 0◦ 18◦ 36◦ 54◦ 72◦ 90◦ 108◦ 126◦ 144◦ 162◦ 180◦ Mean 54◦ 90◦ 126◦

LB network with sub-GEIs 64.2 80.6 82.7 76.9 64.8 63.1 68.0 76.9 82.2 75.4 61.3 72.4 89.2 84.3 91.0

TABLE III. COMPARISON OF OUR METHOD WITH PREVIOUS ONES ON CASIA-B BY AVERAGE ACCURACIES (%), EXCLUDING IDENTICAL-VIEW CASES.
MODELS ARE TRAINED WITH GAIT SEQUENCES OF THE FIRST 74 SUBJECTS.

Probe Gallery Ours RLTDA [33] NN [6]
BG CL CL74 BG CL BG CL

54◦ 36◦ 92.7 49.7 84.0 80.8 69.4 22.5 16.4
54◦ 72◦ 90.4 62.0 91.0 71.5 57.8 9.0 11.2
90◦ 72◦ 93.3 78.3 98.0 75.3 63.2 31.8 23.5
90◦ 108◦ 88.9 75.6 94.0 76.5 72.1 42.5 25.9
126◦ 108◦ 93.3 58.1 86.0 66.5 64.6 24.6 16.7
126◦ 144◦ 86.0 51.4 78.0 72.3 64.2 33.1 19.2

TABLE IV. COMPARISON WITH HU’S METHOD [33] AND YU ET AL.’S
BASELINE [6] UNDER DIFFERENT WALKING CONDITIONS ON CASIA-B BY

ACCURACIES (%). CL: WITH A COAT. BG: WITH A BAG. SUPERVISED
MODELS ARE TRAINED WITH GEIS OF THE FIRST 34 SUBJECTS, EXCEPT

FOR CL74, WHICH IS TRAINED WITH THE FIRST 74 SUBJECTS.

Probe angle Gallery angle Identical angle
55◦ 65◦ 75◦ 85◦ Mean Ours NN [24]

55◦ – 98.3±0.1 96.0±0.1 80.5±0.4 91.6±0.2 98.8±0.1 84.7
65◦ 96.3±0.2 – 97.3±0.0 83.3±0.3 92.3±0.1 98.9±0.2 86.6
75◦ 94.2±0.2 97.8±0.2 – 85.1±0.2 92.4±0.1 98.9±0.0 86.9
85◦ 90.0±0.5 96.0±0.3 98.4±0.1 – 94.8±0.3 98.9±0.1 85.7

TABLE V. CROSS-VIEW GAIT RECOGNITION RESULTS (%) OBTAINED
ON OU-ISIR WITH OUR METHOD AND COMPARISON WITH THE BASELINE

REPORTED BY THE DATASET AUTHORS [24].

ProbeA to ProbeL). Our method requires an auxiliary set of
data to train networks for gait verification, i.e., predicting the
similarity between a pair of gait features. To this end, we
follow the strategy proposed by Martı́n-Félez and Xiang [48].
It amounts to randomly splitting the subjects into two groups,
each of which has almost the same number of subjects within
the gallery and probe sets respectively. For example, there are
61 subjects in both groups for the gallery set, while there are
respectively sixteen and seventeen subjects for the ProbeK set.
We repeat the above described splitting for five times, train five
models separately and report their average performances.

Among the twelve probe sets, the ProbeA is only different
from the gallery set by viewpoint. On this probe set, an LB
network can achieve an identification accuracy of 96.7±0.5%,
which is obviously better than the previous best performer’s

93% [33].

VI. DISCUSSION

1) Datasets for uncooperative gait recognition: It is proba-
bly the time to move to gait recognition in natural surveillance
videos, considering the promising performances achieved by
deep CNNs. A subject may halt, or turn around, so his/her gait
sequence is not consecutive. There may be multiple subjects
at the same time, and moving objects in the background, so it
is harder to extract silhouettes. The cameras may be above
the subjects, so more viewpoints should be considered. In
the gait community, the above aspects are seldom studied,
although they are the very problems to face with if we want
to apply gait recognition in practice. Especially, there are no
such datasets for gait recognition. In the literature, there are
some datasets which are originally designed for cross-camera
human tracking or re-identification and can somehow act for
this purpose. For example, Bialkowski et al. [49] collected such
a dataset with multi-camera surveillance networks. However,
there are only 150 sequences in this dataset, compared with
13,640 in CASIA-B. It would be very hard to train cross-
view gait recognition models on so small a dataset due to
severe over-fitting. Furthermore, there are no gait recognition
results reported on this dataset in the literature. After all,
it is not established for the gait recognition purpose. So, it
is not suitable to compare with previous methods on this
dataset. Besides, considering the above mentioned factors, to
re-identify a person in unscripted surveillance videos only
relying on gait recognition, there still seems a long way to
go. Probably, such a dataset with enough number of training
data can push us forward to this goal.

2) Less heuristic preprocessing: There are many methods in
the literature which can be used to improve our preprocessing.
For example, pedestrian detection methods [50] can locate a
subject from complex backgrounds, pixel-wise labeling meth-
ods [51] can extract silhouettes from raw images, and pose
estimation methods [52] can provide auxiliary information
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or help refining the silhouettes. Without these comprehensive
methods, it would be intractable to deal with the above
discussed kind of datasets for uncooperative gait recognition.
But in this paper, preprocessing is not our main concern, so
we keep it as our future work. In a preliminary experiment, we
use a Fast R-CNN [53] model pre-trained with the ImageNet
dataset [54] to align silhouettes in the CASIA-B dataset [6].
However, the obtained GEIs are of apparently lower quality.
The cause behind this is that the two tasks have very different
objectives. In the object detection task, a bounding box with
an overlap rate of no less than 0.5 will be treated as a positive
sample. However, in gait recognition, we would anticipate
more accurate localization. As a result, the existing pedestrian
detection models would require more sophisticated adjustment
before they can be used for the purpose of gait recognition.

VII. CONCLUSION

This paper has studied a CNN-based gait recognition
method, with an extensive empirical evaluation in terms of
different recognition tasks, preprocessing approaches and net-
work architectures. With this method, we have updated the
best recognition rates on three challenging datasets, showing
its robustness to viewpoint and walking condition variations,
and its generalization ability to large datasets and complex
backgrounds.
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