Abstract—Automatically assessing photo quality from the perspective of visual aesthetics is of great interest in high-level vision research and has drawn much attention in recent years. In this paper, we propose content-based photo quality assessment using both regional and global features. Under this framework, subject areas, which draw the most attentions of human eyes, are first extracted. Then regional features extracted from both subject areas and background regions are combined with global features to assess photo quality. Since professional photographers adopt different photographic techniques and have different aesthetic criteria in mind when taking different types of photos (e.g., landscape versus portrait), we propose to segment subject areas and extract visual features in different ways according to the variety of photo content. We divide the photos into seven categories based on their visual content and develop a set of new subject area extraction methods and new visual features specially designed for different categories. The effectiveness of this framework is supported by extensive experimental comparisons of existing photo quality assessment approaches as well as our new features on different categories of photos. In addition, we propose an approach of online training an adaptive classifier to combine the proposed features according to the visual content of a test photo without knowing its category. Another contribution of this work is to construct a large and diversified benchmark dataset for the research of photo quality assessment. This new benchmark dataset can be downloaded at http://mmlab.ie.cuhk.edu.hk/CUHKPQ/Dataset.htm.
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I. INTRODUCTION

AUTOMATIC assessment of photo quality based on aesthetic perception gains increasing interest in the computer vision community in recent years. With the rapid development of the Internet and the popularization of digital cameras, the number of photos accessible to end users is growing quickly. This demands fast and effective computing algorithms which can automatically conduct aesthetic assessment of large scale photo datasets. Such techniques enable high-quality photos to be harvested from massive volume of online sources and have many potential applications. For example, they help professionals, such as newspaper editors, to select high-quality photos from a large collection. They can help home users automatically select and manage appealing photos from a large amount of photos taken with their digital cameras. With automatic photo quality assessment, web image search engines can provide users search results which are both relevant to the queries and aesthetically pleasing. Finally, studying whether a computer can perform what was perceived as a human-only task is an interesting problem itself for brain cognitive study.

A. Photo Quality Assessment by Professionals

Defining aesthetics in photography is no easy task, since quality assessment is subjective. Normal people may simply regard the quality of a photo as the degree to which it appeals to human eyes, or whether it is attractive. Professional photographers, however, take into consideration various criteria such as sharpness, composition, lighting balance, topics of photos, and even the usage of special photographic skills. On the other hand, it is widely agreed that there are many rules of thumbs regarding what generally makes a photo appealing. For example, people would prefer a sharp and clear photo to a photo that is blurred; balanced lighting with proper contrast is considered better than dim lighting that makes most details unclear; a photo with a clear topic is seen as more pleasing than one with unnecessarily distracting background. These generally accepted rules make it possible to develop computing algorithms to automatically select photos that are more likely to be aesthetically pleasing. These rules can be categorized into composition, lighting, color arrangement, camera settings and topic emphasis as described below. Some examples of these rules are shown in Figure 1.

Composition. Photographic composition refers to the arrangement of visual elements in a photo. Photographers compose lines, shapes, patterns, texture, balance, symmetry, depth, perspective, and scale in a single artwork to communicate their message to viewers. Many rules of thumbs have been developed on how to make a good composition. First, it is vital that one keeps a photo simple. Instead of squeezing many subjects into a single frame, aiming for simplicity is often a good strategy to make a decent composition and to emphasize the topic. Meanwhile, the arrangement of lines helps to create a memorable image: diagonal lines, leading lines, and curved lines should be carefully placed to keep good visual balance; vertical and horizontal lines often frame the scene or serve as visual boundaries. Finally, the geometrical locations of objects are important when composing a photo. Guidelines, such as the rule of thirds, are often used to place important elements to make a photo interesting and pleasing. According to the rule
of thirds, if a photo is divided into nine parts by two equally-spaced horizontal lines and two equally-placed vertical lines, the most important compositional elements should be placed along these lines or their intersections. An example is shown in Figure 1(a).

**Lighting.** A badly lit scene ruins a photo as much as poor composition. Photographers try hard to get a perfect lighting in both natural and studio settings to express certain moods and to create artistic effects. Weather is one of the most important factors in wildlife photography to provide preferred natural lightings. In studio settings, various lighting sources are carefully adjusted to create stunning effects in a portrait shot or a static close-up (Figure 1(b)). Lighting not only makes details in a photo more vivid, but also enhances the 3D impression of objects using highlights and shadows. The lighting contrast between the subject and the background helps to emphasize the area of interest in a photo.

**Color Arrangement.** Much of what viewers perceive and feel about a photo is through colors. Although their color perception depends on the context and is culture-related, recent color science studies show that the influence on human emotions or feelings from a certain color or a certain color combination is usually stable under different culture backgrounds [1], [2]. Professional photographers use various methods to control the color palette in a photo, and use specific color combination to raise specific emotions of viewers. For example, a color scheme dominated by warm colors create excitement, joy, and dynamism. Cold colors, on the other hand, tend to have a calming effect (Figure 1 (c)). Photographers enforce contrast using the combination of complementary colors and make a photo more smooth using analogous colors [3]. Color arrangement can also make a photo look “surreal”.

**Camera Settings.** Most non-professional photographers use point-and-shoot cameras in the “auto” mode, while professional photographers carefully adjust aperture, shutter speed, and ISO of cameras to create satisfying pictures. In many cases, special equipments, such as a fish-eye lens, a macro lens, or a LOMO camera, are used to achieve special effects. Such efforts lead to different degrees of sharpness, lighting, smoothness, and motion blur for different elements in a photo: a changing degree of sharpness in a photo leads to a feeling of depth and puts strong emphasis on clear objects (Figure 1 (d)); motion blur is considered as a powerful effect to stress the dynamics of a moving object; noise and grain in a photo are usually unwanted, while sometimes they describe certain textures exceptionally well. Note that in many cases, camera settings can be read from meta-data that comes with photos. People can also infer such settings from images alone in case such data is not available.

**Topic Emphasis.** High-quality photos generally satisfy three principles: a clear topic, gathering most attention on the subject, and removing objects that distract attention from the subject. Impressive photos usually treat the foreground subject and the background differently (Figure 2) to highlight the topic of a photo [4]–[6]. Professionals use various ways to isolate the subject from the background, such as background out of focus (Figure 1 (d)), color contrast (Figure 1 (a)), or lighting contrast (Figure 1 (b)).

**B. Automatic Quality Assessment**

Various methods of high-level photo quality assessment were proposed in recent years [7]–[16]. In early works [7], [8], only global visual features, such as global edge distributions, color histograms, and exposure, were used. However, our previous study [9] showed that regional features could be more effective, since in many cases human beings perceive subject areas differently from the background (see examples in Figure 2). After extracting the subject areas, which draw the most attentions of human eyes, regional features are extracted from the subject areas and the background separately and are used for assessing photo quality. In this paper, both global
and regional features are used and compared. Experimental evaluation shows that they complement each other.

Existing methods treat all photos equally without considering the diversity of their content. It is known that professional photographers adopt different photographic techniques and have different aesthetic criteria in mind when taking different types of photos [17], [18]. For example, for close-up photographs (e.g. Figure 2 (a)), viewers appreciate the high contrast between the foreground and the background regions. In human portrait photography (e.g. Figure 2 (c)), professional photographers use special lighting settings [19] to create aesthetically pleasing patterns on human faces. For landscape photos, well balanced spatial structure, professional hue composition, and proper lighting are considered as traits of professional photography. Also, subject areas of different types of photos should be extracted in different ways. In a close-up photo, the subject area is emphasized using the shallow depth of field technique, which leads to blurred background and clear foreground. However, in human portrait photos, the background does not have to be blurred since the attentions of viewers are automatically attracted by the presence of human faces. Their subject areas can be better detected by a face detector. In landscape photos, it is usually the case that the entire scene is clear and tidy. Their subject areas, such as mountains, houses, and plants, are often vertical standing objects. This can be used as a cue to extract subject areas.

C. Overview of Our Approach

Building upon these considerations and our previous works, we propose a content-based photo quality assessment framework [7], [9], [16]. Using high-level computer vision techniques such as classification, segmentation, detection, and feature extraction, the framework is composed of three levels. First, we classify the photo collection into several categories based on visual content. Secondly, in each category, based on the content of the category, a new subject area detection and segmentation method is developed to separate the subject from the background. Thirdly, high-level computer vision features based on modeling of human perception are computed to extract features from both the subject region and the background region. Both regional and global features are used to assess photo quality based on photo content.

Photos are manually divided into seven categories based on their visual content: “animal”, “plant”, “static”, “architecture”, “landscape”, “human”, and “night”. See examples in Figure 3. Regional and global features are selected and combined in different ways when assessing photos in different categories. More specifically, we propose three methods of extracting subject areas.

- **Clarity-based subject area detection** combines blur kernel estimation with image segmentation to accurately extract the clear region as the subject area. It is suitable to extract subject areas of photos belonging to the categories of “animal”, “plant”, and “static”, where the foreground objects are often highlighted using the technique of shallow depth of field.
- **Layout-based subject area detection** analyzes the layout structure of a photo and extracts vertically standing objects as the subjects. It is applicable to the categories of “architecture” and “landscape”, where both background and subjects have high clarity.
- **Human based detection** locates faces in a photo with a face detector or a human detector. Apparently, it is for the category of “human”.

Based on the extracted subject areas, multiple types of regional features are proposed.

- **Dark channel feature** measures the sharpness and the colorfulness of the subject area.
- **Clarity contrast feature** captures the clarity contrast between the subject area and the background.
- **Lighting contrast feature** quantifies the lighting contrast between the subject area and the background.
- **Composition geometry feature** evaluates geometry composition of photos by considering the location of the subject area.
- **Complexity features** measure the spatial complexity of the subject area and the background.
- **Human based features** capture the clarity, brightness, and lighting effects on human faces.

In addition, two types of global features are proposed.

- **Hue composition feature** fits photos with color composition schemes to evaluate their color arrangement.
- **Scene composition features** capture spatial structures of photos by detecting semantic lines, such as horizons and surfaces of water.

The design of these new methods of extracting subject areas as well as the new regional and global features well considers
the criteria for photo quality assessment introduced in Section I-A. Their details are described in Section III-V.

Through extensive experiments on a large and diverse benchmark dataset, which includes 17,673 photos with manually labeled ground truth, different subject area extraction methods and different features are evaluated and compared on different photo categories. Experimental results show that their effectiveness highly depends on the visual content. To the best of our knowledge, it is the first systematic study of photo quality features on different photo categories. Then these features are combined with a SVM classifier trained on each of the categories separately. Experimental comparisons show that the new features significantly outperform existing features. This large scale dataset is released to the public1.

The knowledge of photo categories is assumed in these experiments. There are various ways of automatically classifying photos into different categories based on their visual content, such as scene classification [20], object recognition [21], and image categorization [22], [23]. Besides visual cues, additional information is available in text format, such as tags and surrounding texts, and could be extremely helpful for predicting photo categories. Some websites already categorize their photos, but not in all the cases. Therefore, the difficulty level of photo categorization depends on application scenarios. However, if only visual information is available, the problem of photo categorization is still challenging. Instead, we propose an approach of automatically online learning an adaptive classifier only using training samples which are similar to the photo to be assessed in visual content. Experimental results show that this automatic approach gives comparable performance to the case of knowing the information of photo category. It is also efficient enough for real-time application, since the number of features in use is small enough for fast online training.

II. RELATED WORK

Automatic photo quality assessment is challenging because the two classes, high- and low-quality photos, are subjectively defined with high variations on ratings and it is not obvious what kind of features are suitable to differentiate the two classes. Most of the works on image quality assessment are not based on aesthetic perception. Some of them [24]–[27] require the original undistorted image to assess the quality of a degraded image. A low-quality image is typically degraded by compression or certain noise models. Subsequently, there have been works on directly estimating the quality of a single image without the undistorted one [28]–[30]. Unlike our work, they focused on the psychovisual study of photo quality or quality degradation caused by JPEG compression artifacts. Tong et al. [31] used boosting to combine 846 global low-level features for the classification of professional and amateurish photos. These features, such as color histograms, wavelets, and DCT moments, were widely used in image retrieval applications and were not specially designed for photo quality assessment. Such black box approaches of using low-level features give little insight on the reasons why particular features are chosen and how to design better features for classification.

As the first attempt to utilize high-level human aesthetic perception, we [7] designed a set of high-level semantic features based on perceptual criteria that people used for rating photos, and measured the global distributions of edges, color distributions, hue counts, blurriness, contrast, and brightness. The method outperforms low-level features with a much smaller number of features. Datta et al. [8] designed 56 features based on analysis of aesthetic perception of photos, including low-level features such as saturation, and high-level features such as the shallow depth-of-field indicator. They selected 15 best performing ones from them through SVM training to assess photo qualities. Nishiyama et al. [32] assessed the aesthetic quality by evaluating the color harmony of photos and proposed “bags-of-color-patterns” to characterize color variations in local regions. The performance of this feature was improved by combining with blur, edges, and saliency features.

Some approaches employed regional features. Datta et al. [8] divided a photo into $3 \times 3$ blocks and assumed the central block to be the subject area. They subsequently extracted regional features, such as lighting, saturation, and wavelet features based on this subject region. However, such assumption is not valid in many high-quality photos. In fact, it is generally known that professionals deliberately avoid putting subjects right at the center of image. Wong et al. [12] and Nishiyama et al. [33] used the saliency map to extract the subject areas, which were assumed to have higher brightness and contrast than other regions. However, if a certain part of the subject area has very high brightness and contrast, other parts will be ignored by this method. See an example in Figure 6. Lo and Chen [34] proposed an approach to assess photo quality based on spatial relations of image patches.

Dhar et al. [35] used a set of high-level describable attributes, such as “presence of a salient object”, “Rule of Third” and “clear skies”, to predict the perceived aesthetic quality of photos. These attributes characterize the layout, content, and illumination of photos. The presence of an attribute is predicted by a binary classifier based on low-level features. All the attributes need to be labeled on each training photo and the problem of predicting various attributes of test photo is also challenging. Teh and Cheng [36] proposed relative features. In order to evaluate the quality of a photo, information of multiple photos from the same physical scene is utilized.

All the works discussed above universally apply global and regional features to photos without considering the variety of their content. Our experimental results show that they all badly perform on certain types of photos.

III. GLOBAL FEATURES

Professionals follow certain rules of color composition and scene composition to produce aesthetically pleasing photographs. For example, photographers focus on artistic color combination and properly put color accents to create unique composition solutions and to invoke certain feelings among the viewers of their artworks. They also try to arrange objects

1http://mmlab.ie.cuhk.edu.hk/CUHKPQ/Dataset.htm
in the scene according to such empirical guidelines like “rule of thirds”. Based on these techniques of photography composition, we propose two global features to measure the quality of hue composition and scene composition.

A. Hue Composition Feature

Proper arrangement of colors engages viewers and creates inner sense of order and balance. Major color templates [3], [37] can be classified as subordination and coordination. Subordination requires photographers to set a dominant color spot and to arrange the rest of colors to correlate with it in harmony or contrast. It includes certain color schemes, such as the 90° color scheme and the Complementary color scheme, which leads to aesthetically pleasing images. With coordination, the color composition is created with the help of different gradation of one single color. It includes the Monochromatic color scheme and the Analogous color scheme. See examples in Figure 4.

Color templates can be mathematically approximated on the color wheel as shown in Figure 4. A coordination color scheme can be approximated by a single sector with the center \((\alpha_1)\) and the width \((w_1)\) (Figure 4 (a)). A subordination color scheme can be approximated by two sectors with centers \((\alpha_1, \alpha_2)\) and widths \((w_1, w_2)\) (Figure 4 (d)). Although it is possible to assess photo quality by fitting the color distribution of a photo to some manually defined color templates, our experimental results show that such an approach is suboptimal. It cannot automatically adapt to different types of photos either. We choose to learn the models of hue composition from training data. The models of hue composition for high- and low-quality photos will be learned separately. The learning steps are described below.

Given an image \(I\), we first decide whether it should be fitted by a color template with a single sector \((T_1)\) or two sectors \((T_2)\) by computing the following metric,

\[
E_k(I) = \min_{T_k} \sum_{i \in I} D(H(i), T_k) \cdot S(i) + \lambda A(T_k)
\]

where \(k = 1, 2\), \(i\) is a pixel on \(I\), \(H(i)\) and \(S(i)\) are the hue and saturation of pixel \(i\). \(D(H(i), T_k)\) is zero if \(H(i)\) falls in the sector of the template; otherwise it is calculated as the arc-length distance of \(H(i)\) to the closest sector border. \(A(T_k)\) is the width of the sectors \((A(T_1) = w_1 \text{ and } A(T_2) = w_1 + w_2)\). \(A(T_1)\) is controlled by parameters \((\alpha_1, w_1)\) and \(T_2\) is controlled by parameters \((\alpha_1, w_1, \alpha_2, w_2)\). This metric is inspired by the color harmony function [38]. However, we assume that the width of the sector is changeable and add a penalty on it. The single sector is chosen if \(E_1(I) < E_2(I)\) and vice versa.

If \(I\) is fitted with a single-sector template, the average saturation \(s_1\) of pixels inside this sector is computed. \(s_1\) and \(\alpha_1\), the hue center of the fitting sector, are used as the hue composition features of this photo. If \(I\) is fitted with a two-sector template, a four dimensional feature vector \((\alpha_1, w_1, \alpha_2, w_2)\), which includes average saturations and hue centers, are extracted from the two sectors. Based on the extracted hue composition features, two Gaussian mixture models are separately trained for the two types of templates.

Examples of training results of high-quality photos in the category “landscape” are shown in Figure 5. Among 410 training photos, 83 are fitted with single-sector templates and 327 are fitted with two-sector templates. Three Gaussian mixture components are used to model hue composition features of photos belonging to single-sector templates. Two Gaussian mixtures components are used to model the hue composition features of photos belonging to two-sector templates. One photo best fitting each of the mixture components is shown in Figure 5. We find some interesting correlations between the learned components and the color schemes. For examples,
the components in Figure 5(a) and (b) correlates more with the monochromatic schemes centered at red and yellow. The components in Figure 5(c) and (e) more correlate with the analogous color scheme and the complementary color scheme.

The likelihood ratio \( P(I|\text{high})/P(I|\text{low}) \) of a photo being high-quality or low-quality can be computed from the Gaussian mixture models and is used for classification.

B. Scene Composition Feature

High-quality photos show well-arranged spatial composition to hold the attention of a viewer. Long continuous lines often bear semantic meanings, such as horizons and surfaces of water, in those photos. They can be used to compute scene composition features. For example, the location of the horizon in an outdoor photo was used by Bhattacharya et al. [14] to assess visual balance. We characterize scene composition by analyzing the locations and orientations of semantic lines. Our scene composition features include the average orientations of horizontal lines and vertical lines, the average vertical position of horizontal lines, and the average horizontal position of vertical lines.

We take the Hough transform of a given photo and extract top prominent lines present in the scene. Those lines are then classified into horizontal lines and vertical lines based on orientations. We define the orientation features as:

\[
f_1 = \frac{1}{\|H\|} \sum_{l_k \in H} \theta_k, \quad f_2 = \frac{1}{\|V\|} \sum_{l_k \in V} \theta_k
\]

where \( H \) and \( V \) are the sets of horizontal and vertical lines, and \( \theta_k \) is the orientation of line \( l_k \).

The location features are defined as:

\[
f_3 = \frac{1}{\|H\|} \sum_{l_k \in H} \frac{y_{k1} + y_{k2}}{2}, \quad f_4 = \frac{1}{\|V\|} \sum_{l_k \in V} \frac{x_{k1} + x_{k2}}{2}
\]

where \((x_{k1}, y_{k1})\) and \((x_{k2}, y_{k2})\) are the two endpoints of line \( l_k \).

IV. SUBJECT AREA EXTRACTION METHODS

The subject area of a photo is defined as the region that viewers pay attention to. Wong et al. [12] and Nishiyama et al. [33] used the saliency map [39] to extract the subject areas, which were assumed to have higher brightness and contrast than other regions. A saliency detector may seem a natural choice to extract the region of interest. However, computing the saliency map may fail to correctly segment the subject region in many cases. For instance, if a certain part of the subject area has very high brightness and contrast, other parts will be ignored by this method. See examples in Figure 6.

The way to detect subject areas in photos depends on photo content. When taking close-up photos of animals, plants, and statics, photographers often use a macro lens to focus on the main subjects, such that photos are clear on the main subjects and blurred in other areas. For human portraits, viewers’ attentions are often automatically attracted by human faces. In outdoor photography, architectures, mountains, and trees are often the main subjects.

We thus propose a clarity-based method to find clear regions in shallow depth of field photos, which take the majority of high-quality photographs in the categories of “animal”, “plant”, and “static”. We adopt a layout-based method [40] to segment vertical standing objects, which are treated as subject areas by us, in photos from the categories of “landscape” and “architecture”. For photos in the category of “human”, we use a human detector and a face detector to locate human faces.

A. Clarity-Based Subject Area Extraction

We extend the 1D motion blur detection scheme proposed by Levin [41] to identify 2D blurred regions in an image [9]. We use a kernel of size \( k \times k \) with all coefficients equal to \( 1/k^2 \) to blur a photo. As shown in Figure 7(e), blurring significantly changes the shapes of the derivative histograms of the photo. Therefore, the statistics of the responses of derivative filters
can be used to tell the difference between clear and blurred regions.

The input photo $I$ is convoluted with mentioned blurring kernels $f_k$ ($k = 1, 2, \cdots, 50$) of size $k \times k$. We then compute the horizontal and vertical derivatives from $I * f_k$ to obtain the distributions of the horizontal and vertical derivatives:

$$p_{xk} \propto \text{hist}(I * f_k * d_x), \quad p_{yk} \propto \text{hist}(I * f_k * d_y),$$

where $d_x = [1, -1]$, and $d_y = [1, -1]^T$ are spatial derivative operators.

For a pixel $i$ in $I$, we define a log-likelihood of the derivatives in its rectangular neighboring window $\Omega(i)$ with respect to each of the blurring model as:

$$L_k(i) = \sum_{i' \in \Omega(i)} (\ln p_{xk}(I_x(i')) + \ln p_{yk}(I_y(i')))$$

where $I_x(i')$ and $I_y(i')$ are the horizontal and vertical derivatives at pixel $i'$ respectively. $L_k(i)$ measures how well pixel $i$’s neighboring window is explained by a $k \times k$ blurring kernel. Defining $k^*(i) = \arg \max_k L_k(i)$, we generate a mask $U_0$, which labels pixel $i$ as clear when $k^*(i) = 1$, as blurred when $k^*(i) > 1$. This clarity mask is then improved by an iterative procedure (see Figure 7). A pixel is labeled as clear if it falls in the convex hull of its neighboring pixels labeled as clear. The step repeats until convergence. Then a photo is oversegmented into super-pixels [42]. A super-pixel is labeled as clear if more than half of its pixels are labeled as clear.

B. Layout-Based Subject Area Extraction

Hoiem et al. [40] proposed a method to recover the surface layout from an outdoor image by learning the appearance-based models for each geometric class. The scene is segmented into three classes: sky regions, ground regions, and vertical standing objects, as shown in Figure 8. We take vertical standing objects as subject areas. The technical details are skipped and can be found in [40].

C. Human-Based Subject Area Extraction

We employ face detection [43] to extract faces from human photos. For images where face detection fails, we use human detection [44] to roughly estimate the locations of faces. See examples in Figure 8.

V. REGIONAL FEATURES

We have developed regional features in accordance with human aesthetic judgements to work together with the proposed subject area extraction methods. We propose a new dark channel feature to measure both the clarity and the colorfulness of subject areas. Clarity and Lighting contrast features are computed to evaluate the clarity and the lighting condition of subject areas and background. We use the composition geometry feature to assess the location of a subject, and specially design a set of features for “human” photos to measure clarity, brightness, and lighting effects of faces. Complexity features are proposed to measure the complexities of subject areas and background.

A. Dark Channel Feature

Dark channel was introduced by He et al. [45], [46] for haze removal. The dark channel of an image $I$ is defined as:

$$I_{dark}(i) = \min_{c \in R,G,B} \min_{i' \in \Omega(i)} I_c(i')$$

where $I_c$ is a color channel of $I$ and $\Omega(i)$ is the neighborhood of pixel $i$. We choose $\Omega(i)$ as a $10 \times 10$ local patch. We normalize the dark channel value by the sum of RGB channels to reduce the effect of brightness. The dark channel feature of a photo $I$ is computed as the average of the normalized dark channel values in the subject areas:

$$\frac{1}{||S||} \sum_{(i) \in S} \frac{I_{dark}(i)}{\sum_{c \in R,G,B} I_c(i)}$$

where $S$ is the subject area of $I$.

The dark channel feature is a combined measurement of clarity, saturation, and hue composition. Since dark channel is essentially a minimum filter on RGB channels, blurring the image would average the channel values locally and thus increase the response of the minimum filter. Figure 9 (c) shows that the dark channel value of an image increases with the degree to which it is blurred. The subject area of a shallow depth of field image show lower dark channel values than the background as shown in Figure 9 (a). For pixels of the same hue value, those with higher saturation gives lower dark channel values (Figure 9 (d)). As shown in Figure 9 (b), a low-quality photograph with dull color gives a higher averaged dark channel value. In addition, different hue values gives different dark channel values (Figure 9(d)). So the dark channel feature also incorporates hue composition information.

B. Clarity Contrast Feature

To attract the audience’s attention to a subject and to isolate the subject from the background, professional photographers sometimes keep the subject in focus and make the background out of focus. High-quality photographs of certain categories, such as “animal”, “human”, and “static”, are neither entirely clear nor entirely blurred. To characterize this property, we
first extract a rectangular bounding box for the subject area of a photo belonging to the categories mentioned above, since the subject area of a photo tends to concentrate the circle, the hue wheel indicates the hue, the radius equals to the saturation, and the brightness is the normalized dark channel value.

On the $x$ axis, we find $x_1$ and $x_2$ such that the energy in $[0, x_1]$ and the energy in $[x_2, W-1]$ are each equal to $(1-\alpha)/2$ of the total energy in $U_x$, where $W$ is width of the image. Similarly, we compute $y_1$ and $y_2$ in the $y$ direction. The bounding box $B$ is the region $[x_1, x_2] \times [y_1, y_2]$. We choose $\alpha = 0.9$ in our experiments. The clarity contrast feature is computed as

$$f = \frac{\|M_R\|}{\|I\|},$$

where $|R|$ and $|I|$ are the areas of region $R$ and image $I$, and

$$M_I = \{(u, v) \mid |F_I(u, v)| > \beta \max \{F_I(u, v)\} \},$$

$$M_R = \{(u, v) \mid |F_R(u, v)| > \beta \max \{F_R(u, v)\} \},$$

$$F_I = FFT(I), \quad F_R = FFT(R).$$

$FFT()$ is the fast Fourier transform. $u$ and $v$ are spatial frequencies in $x$ and $y$ directions. $|M_R|$ and $|M_I|$ measure the degrees of concentration of high frequency components in the subject area and in the whole image. We choose $\beta = 0.2$ in our experiments. $f$ is high if the subject area is in focus and the background is out of focus.

### C. Lighting Contrast Feature

Since professional photographers often use different lightings on the subject and the background, the brightness of the subject is significantly different from that of the background. However, most amateurs use natural lighting and let the camera automatically adjust the brightness of a photo, which usually reduces the brightness difference between the subject and the background. We thus formulate the lighting contrast feature as

$$f = \ln \left( \frac{B_f}{B_b} \right),$$

where $B_f$ and $B_b$ are average lightings of the subject area and the background, respectively.

### D. Composition Geometry Feature

Good geometrical composition is a basic requirement for high-quality photos. One of the most well-known principles of photographic composition is the Rule of Thirds. If we divide a photo into nine equal-size parts by two equally-spaced horizontal lines and two equally-spaced vertical lines, the rule suggests that the four intersections of the lines should be the centers for subjects. Studies have shown that when viewing images, people usually look at one of the intersection points rather than the center of the image. To formulate this criterion, we define a composition feature as

$$f = \min_i \sqrt{(C_x - P_{ix})^2/W^2 + (C_y - P_{iy})^2/H^2}$$

where $(C_x, C_y)$ is the centroid of the subject region, $(P_{ix}, P_{iy})$, $i \in 1, 2, 3, 4$ are the four intersection points, and $W$ and $H$ are the width and height of image $I$, respectively.

### E. Complexity Features

Professional photographers tend to keep background composition simple in order to reduce its distraction. We use the segmentation result and the color distribution of the background to measure both spatial and hue complexities. A photo is over-segmented into super-pixels. Let $N_s$ and $N_b$ be the numbers of super-pixels in the subject area and the background, $|S|$ and $|B|$ be the areas of the subject area and the background. Then the following spatial complexity features are defined,

$$g_1 = N_s/\|S\|,$$

$$g_2 = N_b/\|B\|,$$

$$g_3 = N_s/N_b.$$

We also quantized each of the RGB channels of the background into 16 values, creating a histogram $H$ of 4096 bins. Letting $h_{max}$ be the maximum count among all the bins of the histogram, the hue complexity feature is defined as:

$$g_4 = |S|/4096, \quad S = \{i | H(i) = \gamma h_{max} \}.$$

We choose $\gamma = 0.01$ in our experiments.

### F. Human Based Features

Faces in high-quality human portraits usually occupy reasonable portions of photos, have high clarity, and show professional employment of lightings. Therefore, we extract the following features to assess the quality of human photos: the ratio of face areas, the ratio of shadow areas, the clarity of faces, and the average lighting of faces.

Let $I$ be a grayscale photo and $X_k$ be a detected face region. The ratio of face areas is computed as

$$f_1 = \frac{1}{|I|} \sum_k \|X_k\|,$$
where $\|I\|$ and $\|X_k\|$ are the areas of the photo and the faces. Lighting plays an essential role in portrait photography. Portrait photographers use special light settings in their studios to highlight the face and create shadows. To evaluate the lighting effect in artistic portraits, we compute the area $S_k$ of shadow on a face region $X_k$ as follows,

$$S_k = \| \{ i \mid i \in X_k \land I(i) < 0.1 \max_i I(i) \} \| .$$

The ratio of shadow areas on faces is extracted as a feature,

$$f_2 = \frac{\sum_k S_k}{\sum_k \| X_k \|} .$$

The clarity of face regions is computed through the Fourier transform by measuring the ratio of the area of high frequency components to that of all frequency components. Let $\tilde{X}_k$ be the Fourier transform of $X_k$ and $M_k = \{ (u, v) \mid \| \tilde{X}_k(u, v) \| > \beta \max \tilde{X}_k(u, v) \}$. We choose $\beta = 0.2$ in our experiments. The face clarity feature is

$$f_3 = \frac{\sum_k \| M_k \|}{\sum_k \| X_k \|} .$$

The average lighting of faces is computed as

$$f_4 = \frac{\sum_{i \in X_k} I(i)}{\sum_k \| X_k \|} .$$

VI. QUALITY ASSESSMENT WITHOUT THE INFORMATION OF PHOTO CATEGORIES

Each of the proposed features has different effectiveness on photos with different visual content. Therefore, a natural way of improving the performance is to train a classifier (such as SVM) for each photo category separately. For a test photo, a proper classifier is chosen to combine features according to its category label. However, if only visual information is available, the problem of classifying a test photo into one of the seven categories defined in Section I-C is challenging. Instead, we propose to online train an adaptive classifier from neighboring samples whose visual content is similar to the test photo. It is likely for the neighboring samples to be in the same category as the test photo.

The features proposed in this work cannot well characterize visual content and scene categories. Therefore, a different set of features including Edge Orientation Histograms [47], Histogram of Oriented Gradients [44] and GIST [48], which were used for image search in [49], [50], are used to retrieve neighboring low- and high-quality training samples for the test photo.

For each test photo, we employ the mentioned visual features and find its $K$ nearest neighbors using the kd-tree [51] in both low- and high-quality photo training sets. $K = 100$ in our experiment. We then use the majority labels in the returned $2K$ samples to determine which of the following three groups the test photo belongs to: 1) “animal”, “static”, “plant”, “night”; 2) “architecture”, “landscape”; 3) “human”. We extract regional features using clarity-based subject area extraction, layout-based subject area extraction or face/human detection according to this classification result. Examples of test photos and returned neighboring high- and low-quality samples are shown in Figure 10.

For each test photo, we online train a linear SVM classifier to combine features of assessing photo quality using the returned training samples. The online training is very efficient because the size of our proposed features is very small. Online training and $K$-NN search take around 30ms in total for a test photo on a regular PC. The detailed experimental results are discussed in Session VII.

VII. EXPERIMENTAL RESULTS

In this section, we evaluate our features and other state-of-the-art features on a benchmark dataset with photos of different categories. The results show that our features significantly outperform other existing features and the effectiveness of different features highly depends on the visual content of photos. We also compare different ways of combining different types of features: learning a classifier for each photo category separately; and learning an adaptive classifier for a test photo without knowing its category. It shows that the later approach achieves comparable performance with the former one and is even more effective on some categories.

A. Database description

The initial database consists of 32,097 photos acquired from professional photography websites and contributed by amateur photographers. They are divided into seven categories according to photo content (see Table I) and are labeled by ten independent reviewers into three classes: high quality, low quality, and uncertain about quality. A photo is classified as high or low quality only if eight out of the ten reviewers agree on its assessment. Other photos, on which the reviewers have more diversified opinions, are not included in the benchmark dataset. Finally the benchmark dataset has 17,673 photos for evaluation.

Of all the photos, 55% are with consensus quality rating and are included in the benchmark dataset (see Figure 11 (d)). This confirms that there exist general criteria for quality assessment. Although the photos without consensus quality assessment are not included in the dataset, they give us insights on the process of photo quality evaluation. It is observed that reviewers assess photo quality mainly from the following three aspects. If a photo only satisfies the criteria in one or two aspects, reviewers may have different opinions on it, since they may put different emphasis on the three aspects.

Photo topic. Some photos have interesting topics, such as attractive faces, interesting arrangement of objects, or intriguing concepts (see Figure 11 (a1)). However, they are not voted as high quality unanimously for the lack of photographic skills. In fact, interestingness of images is regarded as a different topic from aesthetic quality assessment [35]. Some photos tend to invoke viewers specific emotions but may not be qualified on certain criteria for high-quality photos. For instance, a photo that inspires nostalgic feelings (see Figure 11 (a2)) might be relatively poor in colorfulness.
Photographic skills. Photos taken with special photographic skills might be perceived as high quality. It is true that such photos require higher shooting skills. However, skills cannot make up for bad topics. In the meantime, the special effects may backfire: motion blurred photos (see Figure 11 (b1)) may be considered as lacking details instead of stressing dynamics; infrared imaging photos (see Figure 11 (b2)) can be regarded as dull in color.

Quality of equipment. Advanced photographic instruments are becoming more accessible to the public. Expert-level cameras surely help to produce high-quality photos. However, photography demands more than equipment. We find a large amount of such photos that cannot be rated as high-quality unanimously because of badly chosen topics or lack of photographic skills (see Figure 11 (c1) and (c2)).

B. Experimental Settings

We are able to select out 17,673 photos with labels according to the criterion mentioned in Section VII-A. The size of the dataset is shown in Table I. Features are tested separately or combined with a linear SVM. When combining features with SVM, for each category, we randomly sample half of the high- and low-quality photos as the training set and keep the other half as the test set. If the information of photo categories is assumed to be known, the classifiers for different categories are trained separately. Otherwise, for a test photo, its adaptive classifier is online trained from its neighboring samples in the training set as described in Section VI. The random partition repeats for ten times and the averaged test results are reported. The performance of features is measured with the area under the ROC curve. Four groups of features are compared in Table I: the proposed regional features; the proposed global features; the selected regional features and selected previous global features previously proposed in [7], [8], [14]. For each photo category, the best performance achieved by a single feature is underlined and marked bold. Reasonably good suboptimal results achieved by other features are also marked bold.

C. Result Analysis

All the tested features show different performance for photos with different content. Generally speaking, in the categories
<table>
<thead>
<tr>
<th>Category</th>
<th>Animal</th>
<th>Plant</th>
<th>Static</th>
<th>Architecture</th>
<th>Landscape</th>
<th>Human</th>
<th>Night</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of high-quality photos</td>
<td>948</td>
<td>594</td>
<td>531</td>
<td>595</td>
<td>820</td>
<td>678</td>
<td>352</td>
<td>4517</td>
</tr>
<tr>
<td>Number of low-quality photos</td>
<td>2224</td>
<td>1803</td>
<td>2004</td>
<td>1290</td>
<td>1947</td>
<td>2536</td>
<td>1352</td>
<td>13156</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Our proposed regional features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dark Channel</td>
</tr>
<tr>
<td>Clarity Contrast</td>
</tr>
<tr>
<td>Lighting Contrast</td>
</tr>
<tr>
<td>Geometry Composition</td>
</tr>
<tr>
<td>Complexity Combined</td>
</tr>
<tr>
<td>Face Combined</td>
</tr>
<tr>
<td>Combined</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Our proposed global features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hue Composition</td>
</tr>
<tr>
<td>Scene Composition</td>
</tr>
<tr>
<td>Combined</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Our proposed features combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blur [7]</td>
</tr>
<tr>
<td>Brightness [7]</td>
</tr>
<tr>
<td>Hue Count [7]</td>
</tr>
<tr>
<td>Visual balance [14]</td>
</tr>
<tr>
<td>Combined</td>
</tr>
<tr>
<td>Proposed features combined</td>
</tr>
<tr>
<td>Previous features combined</td>
</tr>
<tr>
<td>All features combined</td>
</tr>
</tbody>
</table>

**TABLE I**

Overview of feature performance on our database. The best performance achieved by a single feature is underlined and marked bold. Reasonably good suboptimal results achieved by other features are also marked bold. For features previously proposed in [7], [8], [14], we select those with the best performance.

Our proposed features significantly outperform the existing features in general. We also observe some detailed differences in their performance on different types of photos. The dark channel feature measures the clarity and the colorfulness of photos and is very effective in most categories. It achieves the best performance in the categories of “animal” and “architecture” and its performance is close to the best in the categories of “static” and “landscape”. It outperforms previously proposed clarity features such as “blur” [7]. The Clarity Contrast feature has high performance when the subject area can be well fitted with a rectangular region. It performs well in the category of “animal” especially. Lighting Contrast performs acceptably well in the categories of “animal”, “static”, and “plant”. Our complexity feature achieves the best performance in the category of “static” and its performance is close to the best in the categories of “animal” and “plant”. The high-quality photos in both categories usually have high complexity in subject areas and low complexity in the background. Our proposed face features are very effective for “human” photos and enhance the best performance (0.78) obtained by previously proposed features to 0.95.

The hue composition feature is a very effective measurement of color composition quality. It achieves the best performance on “static” and “landscape” and its performance is close to
the best on “plant”, “architecture”, and “night”. Our scene composition feature has the best performance on “night”. It outperforms previous relevant features such as “visual balance” [14] in most categories.

Previously proposed features show mixed performance across categories. For example, the shallow depth-of-field feature proposed in [8] works reasonably well on “animal”, and “plant”, where the assumption that the subject is at the central area is reasonable to some degree. However, their performance greatly decreases on “static”, “architecture”, “landscape”, “human”, and “night”.

In Figure 12, we show the ROC curves of combining previously proposed features, combining our features, and the adaptive classifiers proposed in Section VI. In the first two approaches, the information of photo categories is known. It shows that our features outperform previously proposed features. We also show that combining all the features together leads to the best performance in Table I. Using the adaptive classifiers, we achieve performance comparable to training a classifier for each photo category separately and assuming the information of photo categories is known. In some categories, the adaptive classifiers even achieve higher performance because the retrieved training samples in local regions are more relevant to the test photos than roughly partitioning all the photos into seven categories.

VIII. CONCLUSIONS AND DISCUSSIONS

In this paper, we propose the content-based photo quality assessment framework, together with a set of new subject area detection methods and new global/regional features. Extensive experiments on a large benchmark database show that the subject area detection methods and features have very different effectiveness on different types of photos. Therefore we should extract subject areas in different ways and train different classifiers of combining features for different photo categories separately. Our proposed new features significantly outperforms existing features. The performance of this framework can be further improved by incorporating more new features in the future. We also propose adaptive classifiers without knowing the information of photo categories. A different set of features characterizing visual content are first employed to retrieve both high- and low-quality training photos whose visual content is similar to the test photo. Then the retrieved training samples are used to train an adaptive classifier to combine the visual features used to assess photo quality. It achieves comparable performance to the case of knowing the category of each test photo.

However, photo quality assessment still has many challenging and interesting problems to be solved in the future work. For some types of photos such as as “night”, the performance of current features is still not satisfactory and new features need to be developed. Although photo assessment has some general criteria, it is still a highly subjective task. Viewers may have very different opinions on the same photo. In our experiments, only the photos with consensus among reviewers are selected into the benchmark dataset. However, it is also interesting to study how and why reviewers have different opinions on the remaining photos. For example, viewers have different personal preference on photos. Someone may make different photo topics more than photographic skills in the process of their assessment. Someone like “animals” more than “landscape”. Professional photographers and amateurs view photos in different ways. Learning personalized classifiers for photo assessment has interesting applications to photo recommendation and image retrieval. It is also possible to develop computing algorithms which automatically classify
viewers into professional and amateurs or cluster viewers into different groups according to how viewers select their preferred photos. How to integrate photo quality assessment into other applications, such as image search [50], [52], is another important problem to be explored yet.

Besides photo quality, there is some recent research work on other types of high-level feelings on images, such as interest-

ness [15], memorability [53] and attractiveness [54]. They are related to photo quality but not the same. For example, Isola et al. [53] found that some high-quality landscape photos were actually the least memorable. It is interesting to explore what types of features are shared or different when predicting these properties.
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