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**Abstract**—We propose a non-iterative image deconvolution algorithm for data corrupted by Poisson or mixed Poisson-Gaussian noise. Many applications involve such a problem, ranging from astronomical to biological imaging. We parametrize the deconvolution process as a linear combination of elementary functions, termed as linear expansion of thresholds (LET). This parametrization is then optimized by minimizing a robust estimate of the true mean squared error, the Poisson unbiased risk estimate (PURE). Each elementary function consists of a Wiener filtering followed by a pointwise thresholding of undecimated Haar wavelet coefficients. In contrast to existing approaches, the proposed algorithm merely amounts to solving a linear system of equations which has a fast and exact solution. Simulation experiments over different types of convolution kernels and various noise levels indicate that the proposed method outperforms state-of-the-art techniques, in terms of both restoration quality and computational complexity. Finally, we present some results on real confocal fluorescence microscopy images, and demonstrate the potential applicability of the proposed method for improving the quality of these images.
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**I. INTRODUCTION**

Image deconvolution intends to restore the underlying image from measurements that are degraded by a linear blurring operator and further corrupted by noise. Blurring is usually caused by the physical low-pass behaviour of optical systems, which brings an immediate loss of resolution. Two predominant sources of noise are often considered during the acquisition process [1], [2]. One is caused by the intrinsic thermal and electronic fluctuations of the acquisition devices, which is usually modeled as additive-white-Gaussian-noise (AWGN). The other one is due to fluctuations in the number of detected photons and is an inherent limitation of the detection process occurring in photosensitive devices, such as the photomultiplier tube (PMT), photodiodes and charge-coupled device (CCD) cameras. This happens typically in adverse conditions such as poorly illuminated environments or short exposure times. In the context of photon-counting, the noise model follows a Poisson statistics which is strongly signal-dependent. In the case of images acquired with CCD cameras, it is reasonable to consider the noise as a mixed Poisson-Gaussian model [3]–[5]. Astronomy [4], [6], [7], medicine [3], [8], [9] and biology [10]–[16] are typical applications where low-intensity signals are frequently encountered.

This work was supported in part by grants from the Research Grants Council (RGC) of Hong Kong (AoE/M-05/12). J. Li and T. Blu are with the Department of Electronic Engineering, the Chinese University of Hong Kong, Shatin, N.T., Hong Kong (e-mail: jzli@ee.cuhk.edu.hk; thierry.blu@m4x.org). F. Luisier is with Roche Diagnostics Hematology, Boston, MA (e-mail: florian.luisier@roche.com).

**A. Overview of Related Works**

Many efficient image restoration algorithms have been designed under the additive (and often white) Gaussian noise assumption [17]–[21]. However, these approaches become sub-optimal when estimating the underlying intensities of Poisson random variables, potentially further degraded by independent AWGN. This is due to the signal-dependent nature of Poisson noise; i.e., the noise variance in each pixel is proportional to the intensity of the underlying signal. The development of deconvolution algorithms specifically designed for this scenario then becomes essential [22]–[24].

In the presence of Poisson noise, a popular method is the Richardson-Lucy (RL) algorithm [25], [26], see [10], [14], [27] for a comprehensive review. The RL algorithm can be understood as a maximum-likelihood (ML) estimate, and has been used extensively in many applications thanks to its accounting of the Poisson statistics. However, this algorithm will amplify noise after a few iterations due to the ill-posedness of the deconvolution problem. Instead, many authors adopt the optimization framework of an objective function consisting of a data term, which quantifies the proximity between the estimated image and the measurement, plus a convex non-smooth regularizer. In this framework, several different regularizers are used such as total-variation [28]–[30], wavelet-based [31]–[34]. However, the Poisson log-likelihood is non-convex (but convex), which often requires the application of relatively sophisticated optimization theory [22].

Some further works adopt modified RL algorithm and were proposed to improve the computational efficiency [13], [15], [22], [29], [35]–[37]. For example, Figueiredo et al. [22] proposed to use the alternating direction method of multipliers to solve the optimization problem, Setzer et al. [35] employed the split Bregman technique, and Pustelnik et al. [36] proposed a parallel proximal algorithm based on the use of hybrid regularization techniques.

Apart from these works, [23] employed a class of second-order derivative-based regularizers. Dupé et al. [38] proposed a frame-based method using the Anscombe variance stabilizing transform (VST), which changes the linear degradation model with Poisson noise into a nonlinear model with additive Gaussian noise. However, as pointed out in [29], [39], such approximations are inaccurate when the observed number of photons is small and are not really well suited to deconvolution. Similar to the Anscombe transform but with quite different mathematical basis, Rond et al. [40] introduced a Plug-and-Play framework to integrate the existing Gaussian solvers to Poisson noise problems. Finally, we should mention a dictionary learning approach [41], which involves a sparse representation over a learned dictionary.

In the context of mixed Poisson-Gaussian noise, there has
Among existing works, a weighted squared hypothesis is limited despite its importance \cite{4}, \cite{46}–\cite{50}. However, there has been a growing interest in noise identification problems \cite{1}, \cite{42}, as well as denoising problems \cite{2}, \cite{43}–\cite{45}. In the present paper, each elementary process consists of Wiener filtering followed by wavelet-domain optimization step is actually performed in the image-domain \cite{56}, \cite{58}.

Fig. 1. Linear image degradation model caused by blurring and noise. Note that this model includes both the Poisson noise case ($\sigma^2 = 0$) and the mixed Poisson-Gaussian noise case ($\sigma^2 \neq 0$). Image deconvolution is to restore the original image $x$ from the blurred noisy image $y$.

The proposed approach has several advantages over other existing techniques: 1) It is non-iterative and thus has an explicit solution; 2) It is a parameter-free method; 3) It has low computational complexity since it boils down to solving a small linear system of equations; 4) It favorably compares to state-of-the-art techniques, in terms of both restoration quality and computational time. In details, our method consists in approximating the deconvolution process as a linear combination of elementary processings of the image, termed “linear expansion of thresholds (LET)” whose coefficients are obtained by minimizing a quadratic criterion (typically, the mean-squared error/MSE, or its statistical estimate) \cite{2}, \cite{21}, \cite{56}, \cite{57}. In the present paper, each elementary processing consists of Wiener filtering followed by wavelet-domain thresholding. We derive a theoretically unbiased estimate of the MSE, the Poisson unbiased risk estimate (PURE), and use it to optimize the coefficients of the LETs. Note that thanks to the linear representation of the LET processing, this transform-domain optimization step is actually performed in the image-domain \cite{56}, \cite{58}.

Once a Maximum A Posteriori (MAP) approach, PURE minimization is akin to Bayesian Least Squares (BLS) because the PURE is essentially a proxy for the MSE. And, indeed, minimizing the MSE $\mathbb{E}\{|\hat{x}(y) - x|^2\}$ over all functions $\hat{x}$ of $y$, results in the conditional expectation $\hat{x}_{\text{BLS}}(y) = \int x p(x|y)dx$, which involves the posterior pdf $p(x|y)$ directly \cite{59}. On the other hand, the MAP solution $\hat{x}_{\text{MAP}}(y) = \arg\max_x p(x|y)$ results from the maximization of this posterior. It should be obvious that, when $p(x|y)$ is a very localized function of $x$, the two expressions should not differ significantly. The most important difference between the two approaches is that, contrary to the MAP which requires a prior knowledge of the statistics of $x$, the Bayesian Least Squares solution can be estimated without such a knowledge by using the PURE as a (very accurate) statistical approximation of the MSE.

The rest of the paper is organized as follows. In Section II, we introduce the theoretical basis of this work, specifically the LET framework and PURE for deconvolution problem with Poisson and mixed Poisson-Gaussian noises. Then we provide a typical structure of the elementary functions in Section III. In Section IV, we compare the proposed method on synthetic data with several state-of-the-art techniques under various noise levels and different types of convolution kernels. We show an application to real confocal fluorescence microscopy images in Section V. Some conclusions are drawn in Section VI.

II. THEORETICAL BACKGROUND

A. Problem Statement

One general observation model is shown in Fig. 1. The first noise component is signal-dependent, and follows a Poisson distribution whose mean depends on the true image intensity. The second one, accounting for detector noise, is modeled as a Gaussian random variable of mean zero and variance $\sigma^2$. Mathematically, this model is given by

$$y = \alpha \mathcal{P}\left(\frac{Hx}{\alpha}\right) + \mathcal{N}(0, \sigma^2\mathcal{I})$$

where $y \in \mathbb{R}^N$ denotes the distorted observation of the unknown $d$-dimensional true image $x \in \mathbb{R}^N$, $N = N_1 \times N_2 \times \ldots \times N_q$. $\mathcal{H} \in \mathbb{R}^{N \times N}$ implements a convolution of the point spread function (PSF) $h$. We need $\mathcal{H}x \in \mathbb{R}^N$ to ensure the inherently non-negativity of Poisson intensities. $\mathcal{P}(\cdot)$ represents the effect of Poisson noise and $\alpha \in \mathbb{R}_+$ is the scaling factor, which controls the strength of noise. Specifically, larger values of $\alpha$ will lead to lower intensity images and thus higher Poisson noise. $\sigma^2$ is the variance of AWGN.

Note that it is possible to simplify the general model in (1) depending on the application. For instance, a purely Poissonian
model is a special case, and can be obtained when \( \sigma^2 = 0 \) as in \([23], [29], [60]\)

\[
y = \alpha \mathcal{P} \left( \frac{Hx}{\alpha} \right).
\]

Because the random variable \( \alpha \mathcal{P} \left( \frac{Hx}{\alpha} \right) \) converges in law to the deterministic value \( Hx \) when \( \alpha \to 0 \), this model becomes the classical Gaussian noise case \( y = Hx + \mathcal{N}(0, \sigma^2I) \), which is considered in \([17], [21], [61]–[63]\). The behavior of Poissonian model is fundamentally different from that of AWGN, for which the noise intensity is uniform and independent of the underlying signal.

Our objective is to find an estimate \( \hat{x} \) so that it is the closest possible to \( x \) in the minimum MSE sense. That is, ideally we would like to minimize

\[
\text{MSE} = \frac{1}{N} \mathbb{E} \left\{ \| \hat{x} - x \|^2 \right\} = \frac{1}{N} \mathbb{E} \left\{ \sum_{n=1}^{N} (\hat{x}_n - x_n)^2 \right\},
\]

over a set of admissible deconvolution results \( \hat{x} \). Here \( \mathbb{E} \{ \cdot \} \) denotes the mathematical expectation operator.

Instead of iteratively estimating \( \hat{x} \) itself, like current state-of-the-art approaches \([23], [29], [37], [38]\), we choose to express the processing as an explicit function \( F : \mathbb{R}^N \to \mathbb{R}^N \) of the measured \( y \) such that \( \hat{x} = F(y) \), as shown in Fig. 2. Then the MSE becomes:

\[
\text{MSE} = \frac{1}{N} \mathbb{E} \left\{ \| F(y) - x \|^2 \right\}.
\]

B. The MSE-LET Approach

In order to find the restoration function, we approximate it as a linear combination of \( K \) non-linear elementary functions \( F_k \) (Fig. 3), termed “linear expansion of thresholds” (LET) \([2], [21], [56]\):

\[
F(y) = \sum_{k=1}^{K} a_k F_k(y),
\]

where \( K \ll N \) is the number of linear coefficients \( a = [a_k]_{k=1}^{K} \) of the LETs. Accordingly, the deconvolution problem reduces to finding the linear coefficients \( a_k \) by minimizing the MSE, as shown in Fig. 4, and to solving

\[
\min_{a_k} \left\| \sum_{k=1}^{K} a_k F_k(y) - x \right\|^2,
\]

which leads to a linear system of equations:

\[
\sum_{k=1}^{K} F_k(y) a_k = F(y)^T x, \quad \forall k \in [1, K].
\]

The number of parameters \( K \) used to describe the estimator \( F(y) \) should remain much lower than the number of observations \( N \) (typically, the number of image pixels) to avoid fitting of the observed data. Note that this LET approach does not imply any hypothesis on the unknown image \( x \) itself, although we may wish to choose the elementary functions \( F_k \) to span the space of “good” processing (which may build upon the hypothesis that usual images are essentially low-pass). This strategy has proven to be very effective in image denoising \([2], [56]\) and image deconvolution in Gaussian noise \([21]\). In particular, it comes to be a reasonable idea to use simple deconvolution processes (like Wiener filtering) followed by some forms of wavelet denoising as templates for our LET basis elementary functions.

However, in practice we do not have access to the oracle MSE between \( x \) and the estimate \( F(y) \) since \( x \) is unknown. Fortunately, it is possible to obtain an unbiased estimate of its expected value (termed as PURE), which solely depends on the observed image \( y \). Then we just replace the MSE minimization by the minimization of its unbiased estimate PURE to determine the optimal coefficients.

C. The PURE-LET Approach

In what follows, we will firstly consider the Poisson noise model (2) and then go to the mixed Poisson-Gaussian noise model (1).

1) Poisson Noise Case: Considering the linear degradation model (2), the mathematical expectation of the MSE between a given estimate \( \hat{x} = F(y) \) and \( x \) can be expressed using only the observed image \( y \). We have the following theorem:

**Theorem 1 (PURE).** Let \( F(y) = [f_n(y)]_{n=1}^{N} \) be an \( N \)-dimensional real-valued vector function. We assume the linear
degradation model (2) and that \( H \) is invertible, then the random variable
\[
PURE\{F\} = \frac{1}{N}||F(y)||^2 - \frac{2}{N}y^TH^{-T}F(y) + \mathcal{E}_P,
\]
is an unbiased estimate of the expected MSE; i.e.,
\[
E[PURE] = \frac{1}{N}E\left\{||F(y) - x||^2\right\},
\] where \( F^-\{y\} = [f_n(y - \alpha\varepsilon_n)]_{n=1,...,N} \), \( \varepsilon_n \) is the \( N \)-dimensional vector with components \( \delta_{k-n}, k = 1,2,...,N, \) \( \mathcal{E}_P = (y^TH^{-T}H^{-1}y - \alpha^21^TTH^{-1}1)/N \) is independent on \( F \).

The unbiasedness between PURE and MSE and the fact that \( N \) is large indicate that (6) can be used as a reliable substitute of the MSE (law of large numbers: a sample mean like the PURE and the MSE, is close to its mathematical expectation). All terms are computable in practice since we replace the MSE by a statistical equivalent that does not depend on \( x \) anymore.

2) Mixed Poisson-Gaussian Noise Case: For the linear degradation model (1), we derive the unbiased estimate of MSE, SPURE (Stein-Poisson unbiased risk estimate). It is given in the following theorem.

**Theorem 2 (SPURE).** Under the same hypotheses as Theorem 1, and now assume \( F(y) \) is boundedly differentiable. Considering the linear degradation model (1) and assuming \( H \) is invertible, then the random variable
\[
SPURE\{F\} = \frac{1}{N}||F(y)||^2 - \frac{2}{N}y^TH^{-T}F(y) + \mathcal{E}_P + \sigma^2 \frac{\partial f}{\partial y} \left( H^{-T}H^{-1} \right) /N \text{ is independent on } F.
\]
is an unbiased estimate of the expected MSE, where \( F^-\{y\} = [f_n(y - \alpha\varepsilon_n)]_{n=1,...,N} \), \( \varepsilon_n \) is the \( N \)-dimensional vector with components \( \delta_{k-n}, k = 1,2,...,N, \) and \( \mathcal{E}_P = \sigma^2Tr(H^{-T}H^{-1})/N \) is independent on \( F \).

The proof of Theorem 2 (which implies Theorem 1) is given in Appendix. The term \( \text{div}\{H^{-T}F^-\{y\}\} \) in (7) corresponds to the contribution of the Gaussian component of the noise, while \( y^TH^{-T}F^-\{y\} \) is due to the Poisson component, respectively. If the Poisson component of the noise is absent, this unbiased estimate becomes the Stein’s unbiased risk estimate (SURE) [21, 64]
\[
\text{SURE} = \frac{1}{N}||F(y)||^2 - \frac{2}{N}y^TH^{-T}F(y) + \frac{2\sigma^2}{N} \text{div}\{H^{-T}F^-\{y\}\} - \frac{\sigma^2}{N}Tr(H^{-T}H^{-1}),
\]
which is the unbiased risk estimate corresponding to a pure additive Gaussian noise model for the deconvolution problem. Note that the SURE was initially employed for the image denoising problem [56], [65]–[68]. We would like to point out that these unbiased estimates, PURE in (6) and SPURE in (7), may also be used in conventional iterative regularization-based deconvolution algorithms (e.g. [29], [34], [37], [38]), to find the optimal regularization parameters or the optimal number of iterations. The divergence terms can be estimated reliably by a Monte-Carlo technique, see [69] and [44].

**Implementation Notes.**

1) Conditioning of the matrix \( H \). If the matrix \( H \) is ill-conditioned, PURE will fail to be a reliable estimate of the MSE. To keep the stability of the PURE, the Tikhonov-regularized inverse [10], [21] is used to approximate \( H^{-1} \):
\[
H^{-1} = (H^TH + \beta P^TP)^{-1}H^T,
\]
for some parameter \( \beta > 0 \) and matrix \( P \in \mathbb{R}^{N \times N} \) for which \( ||Px|| \) is known to be small (typically \( P \) is the discrete Laplacian operator).

2) Approximation of the exact PURE [2]. A direct evaluation of \( y^TH^{-1}F^-\{y\} \) would require the calculation of \( y^TH^{-1}F^-\{y\} \) for \( N \) perturbed versions of the input \( y: (y - \alpha\varepsilon_n) \) for \( n = 1,...,N \). Such an evaluation would be computationally unrealistic even with images of reasonable size (e.g. \( 256 \times 256 \)). Instead, we use the 1st-order derivative to approximate \( y^TH^{-1}F^-\{y\} \) given by:
\[
y^TH^{-1}F^-\{y\} \approx y^TH^{-1}(F^-\{y\} - \alpha \partial F^-\{y\}),
\]
where \( \partial F^-\{y\} = [\partial f_n(y)/\partial y_n]_{n=1,...,N} \) is the \( N \times 1 \) vector made of the first derivative of each function \( f_n \) with respect to \( y_n \).

3) Noise parameters. We assume the noise parameters \( \alpha \) and \( \sigma \) to be known in this work. Several methods are available to estimate them, for example, [1], [70], [71] and more recently [72], [73].

The value of \( \beta \) in (8) should be selected to achieve a good balance between the approximation accuracy and the stability of PURE. In this work, we set \( \beta = 10^{-5}\alpha_\text{mean} \), where \( \alpha_\text{mean} = E\{\alpha\} \) is the expected value of \( \alpha \). In fact, this value is not sensitive to our numerical evaluation. Any value of \( \beta \in [5 \times 10^{-6}, 5 \times 10^{-5}] \alpha_\text{mean} \) yields similar results (differences are less than 0.1 dB). The error between the LHS and RHS in (9) is typically bounded by the second order derivative of the component of \( F \). So provided that \( F^-\{y\} \) is smooth enough over intervals of length \( \alpha_\text{mean} \), \( y^TH^{-1}F^-\{y\} \) is well approximated by (9).

For the Poisson noise case, the unbiased MSE estimate in (6) is then approximated by
\[
PURE\{F\} = \frac{1}{N}||F(y)||^2 - \frac{2}{N}y^TH^-T\{F(y) - \alpha \partial F^-\{y\}\} + \mathcal{E}_P,
\]
by substituting (5) into (10) and performing differentiation over \( a_k \), this PURE-LET minimization is equivalent to solving the following linear system of equations:
\[
\sum_{k'=1}^{K} F_k(y)^T F_{k'}(y) a_{k'} = y^TH^{-T}\left(F_k(y) - \alpha \partial F_k(y)\right)
\]
for \( k = 1, 2, ..., K \). These equations can be summarized as \( M a = c \), where \( M = F^T F \in \mathbb{R}^{K \times K} \) and \( c = [c_1, ..., c_K]^T \in \mathbb{R}^K \). We can ensure there will always be a solution to the above linear system since the minimization of \( \text{PURE}_{\text{app}}(F) \) always exists. To cope with the possible singularity of \( M \), we solve the following regularized linear system of equations \( a = (M + \mu I)^{-1} c \) where \( \mu = 5 \times 10^{-4} y_{\text{mean}}^2 \) is empirically chosen.

As in the Poisson noise case, the \( \text{PURE}(F) \) in (7) can be approximated by

\[
\text{PURE}_{\text{app}} = \frac{1}{N} \| F(y) \|^2 - \frac{2}{N} y^T H_{\beta}^{-T} \left( F(y) - \alpha \partial F(y) \right) + \frac{2\sigma^2}{N} \text{div} \left\{ H_{\beta}^{-T} (F(y) - \alpha \partial F(y)) \right\} + \mathcal{E}_{p+g}.
\]

(12)

In what follows, we keep the name of PURE-LET, even in the mixed Poisson-Gaussian noise case where \( \text{PURE} \) (12) is minimized. The elementary functions for this mixed Poisson-Gaussian noise case are restricted only by the differentiability assumption of Theorem 2. Similarly, we can obtain a system of \( K \) linear equations as (11) that involves the same matrix \( M \) and another \( c \) given by

\[
c_k = y^T H_{\beta}^{-T} \left( F_k(y) - \alpha \partial F_k(y) \right) - \sigma^2 \text{div} \left\{ H_{\beta}^{-T} (F(y) - \alpha \partial F(y)) \right\}
\]

(13)

for \( k = 1, 2, ..., K \).

In the next section, we will demonstrate a specific example of the elementary processing \( F_k \) in the PURE-LET approach for the deconvolution problem of model (1) and (2).

III. MULTI-WIENER PURE-LET DECONVOLUTION

A. Construction of Elementary Functions

We choose to construct the elementary functions \( F_k \)'s as basic deconvolution processes (Wiener filtering) followed by denoising (transform-domain thresholding).

We use an undecimated filterbank transform in this work (typically, Haar wavelet transform), which has proved to be effective for reducing various types of noise degradations [2], [56], [74]. The coefficients provided by the analysis filter are approximated by the following regularized linear system of equations

\[
M a = c
\]

where \( M = F^T F \) and \( c = [c_1, ..., c_K]^T \). We solve the following regularized linear system of equations

\[
a = \arg \min_{a \in \mathbb{R}^K} \text{PURE}_{\text{app}}(F)
\]

Note that the reconstruction \( R \) is the number of subbands and \( L \) is the number of thresholding functions. This is performed to the specific \( j \)-th subband only, by setting all the other subbands to zero.

![Fig. 5. Principle of the PURE-LET approach. Each elementary function consists of Wiener filtering followed by transform domain denoising. The estimate \( \hat{x} \) is obtained by minimizing (10) or (12).](image)

![Fig. 6. PSNR comparisons of MSE-LET and PURE-LET for various degradation scenarios where \( \theta \in [0.1, 500] \). (a) The Poisson noise cases, where Stars and Bridge image are blurred by Gaussian kernel and uniform kernel, respectively. (b) The mixed Poisson-Gaussian noise cases, where Galaxy image is degraded by separable filter and Poisson noise, and subsequently contaminated by Gaussian noise with \( \sigma = 10 \). Hemocyte image is degraded by rational filter and Poisson noise, and subsequently contaminated by Gaussian noise with \( \sigma = 10 \). The maximum difference for all degradation scenarios is 0.265 dB.](image)
Corollary 1. Given the transform-domain pointwise processing \( \mathbf{F}(\cdot) \) defined by (14), the approximation of the PURE estimate introduced in (10), can be further expressed as

\[
\text{PURE}_{\text{app}} = \frac{1}{N}||\mathbf{F}(y)||^2 - \frac{2}{N}y^T \mathbf{H}_\beta^T \mathbf{F}(y) + \frac{2\alpha}{N} \left( \partial_w \Theta(w, \bar{w})^T \left[ (\mathbf{D}_{\lambda,1}^{-1}) \circ (\mathbf{H}_\beta^T \mathbf{R}) \right] y + \right) + E_P, \\
\partial_w \Theta(w, \bar{w})^T \left[ (\mathbf{D}_{\lambda,1}^{-1}) \circ (\mathbf{H}_\beta^T \mathbf{R}) \right] y + E_P,
\]

where \( \partial_w \Theta(w, \bar{w}) \) represents the first derivative with respect to \( w \) and \( \bar{w} \) of each thresholding function \( \theta_t \), respectively. “\( \circ \)” denotes the Hadamard product between two matrices.

The computation of transform-dependent terms can be performed similarly as in the case of Gaussian noise [21]. A similar result for the mixed Poisson noise case is provided by the following corollary.

Corollary 2. Given the transform-domain pointwise processing \( \mathbf{F}(\cdot) \) defined by (14), the approximation of the PURE estimate introduced in (12), can be further expressed as

\[
\text{SPURE}_{\text{app}} = \frac{1}{N}||\mathbf{F}(y)||^2 - \frac{2}{N}y^T \mathbf{H}_\beta^T \mathbf{F}(y) + \frac{2\alpha}{N} \left( \partial_w \Theta(w, \bar{w})^T \left[ (\mathbf{D}_{\lambda,1}^{-1}) \circ (\mathbf{H}_\beta^T \mathbf{R}) \right] y + \right) + E_P,
\]

where \( \partial_w \Theta(w, \bar{w}) \) represents the first derivative with respect to \( w \) and \( \bar{w} \) of each thresholding function \( \theta_t \), respectively. “\( \circ \)” denotes the Hadamard product between two matrices.

B. Choice of Thresholding Functions

We extend the thresholding functions in [21] by taking into account the non-stationarity of the noise, and the following subband-adaptive thresholding function \( \theta_{j,t} \) is proposed:

\[
\begin{cases}
\theta_{j,1}(w, \bar{w}) = \theta(w, 3t_j(\bar{w})) \\
\theta_{j,2}(w, \bar{w}) = \theta(w, 8t_j(\bar{w}))
\end{cases},
\]

where \( t_j(\bar{w}) = \sqrt{2^{-j} \cdot \tanh(\alpha k \bar{w})} \bar{w} + \sigma^2 \) and \( k \) is empirically set to 100, so that \( t_j(\bar{w}) \approx \sqrt{2^{-j} \cdot \bar{w}^2} + \sigma^2 \). Note that each transformed coefficient is adaptively thresholded according to its estimated amount of noise, thanks to these signal-dependent thresholding functions. Linear combinations of these two thresholding functions approximate intermediate thresholds of the form \( \theta(w, T) \) for \( T_j(\bar{w}) \in [3, 8] \), a range that has been optimized empirically.

As indicated by (11), there are \( K = M \times J \times L \) parameters to be determined and they are given by the solution of the linear system of equations (11) of order \( K \).

IV. EXPERIMENTS AND RESULTS

A. Experimental Setting

All experiments are carried out on a Macbook Pro with a 2.4 GHz Intel Core i5, with 8 GB of RAM. The original images are firstly convolved by different blur kernels, and subsequently contaminated by Poisson noise or mixed Poisson-Gaussian noise. The noise levels correspond to different \( \alpha \) in the Poisson noise case, and both \( \alpha \) and \( \sigma^2 \) in the mixed Poisson-Gaussian noise case. The algorithm performance is measured by the peak signal-to-noise ratio (PSNR), defined as \( \text{PSNR} = 10 \log_{10}(I_{\text{max}}^2/||\hat{x} - x||^2/N) \), where \( I_{\text{max}} \) is the maximum intensity of the noise-free image.

In the proposed method, we use \( M = 3 \) Wiener filters with \( \lambda_1 = 10^{-4} \alpha \gamma_{\text{mean}}, \lambda_2 = 10^{-3} \alpha \gamma_{\text{mean}} \) and \( \lambda_3 = 10^{-2} \alpha \gamma_{\text{mean}} \), where \( \gamma_{\text{mean}} \) is the expected value of \( y \). The undecimated Haar wavelet transform is used because of its substantial outperformance over other types of redundant wavelets in image denoising [2], [56]. This observation also holds for image deconvolution [21]. The decomposition level is set to be \( 4 (J = 12) \). Thus we will have \( K = 3 \times 2 \times 12 = 72 \) coefficients to be determined via solving (11) or (13).
C. Poisson Noise Case

We perform experiments over six images, which consist of two natural images\(^1\) of size $256 \times 256$ (Camerman) and of size $512 \times 512$ (Bridge), two astronomical images\(^2\) of size $256 \times 256$ (Galaxy, Stars) and two biological images\(^3\) of size $512 \times 512$ (Erythrocyte, Hemocyte). They were converted to grayscale and displayed in Fig. 8.

The performance of each method is assessed for various convolution kernels and different noise levels. In particular, we consider the following five benchmark convolution kernels:

1) Gaussian blur with variance $3$;
2) $5 \times 5$ uniform blur;
3) Separable filter: $5 \times 5$ filter with weights $[1, 4, 6, 4, 1]/16$ along both horizontal and vertical directions;
4) Rational filter: $h(i, j) = (1 + i^2 + j^2)^{-1}$ for $i, j = -7, ..., 7$;

Each image is further corrupted with Poisson noise at six different noise levels $\alpha \in [2, 4, 8, 32, 128, 256]$. The input PSNR for each noise level, for all images, varies in the range of $[19.95, 25.70], [18.73, 23.29], [16.57, 20.67], [10.73, 14.94], [4.76, 8.97], [1.74, 5.97]$ covering a wide gamut of noise levels. Note that we have averaged the output PSNRs over ten noise realizations and different methods are applied to the same noise realization.

As benchmarks for comparisons, we evaluate our method against five state-of-the-art deconvolution techniques specifically designed for Poisson noisy images: PoissonDecom\(^4\) [38], PIDAL\(^5\) [22], SPIRAL-TAP-TI\(^6\) [29], PoissonHessReg\(^7\) [23] and GILAM\(^7\) [37]. The source code of PIDAL is kindly included in the GILAM package. For each of these methods, we used the parameters suggested in their respective publications and softwares.

Table I reports the PSNR results we have obtained from the various deconvolution methods under Gaussian blur with variance $3$, the best results within a $0.1$ dB margin are shown in boldface. Table II reports the PSNR results of the Hemocyte image for various blurs and noise levels. It is clear that, the PURE-LET approach consistently outperforms other approaches often by a significant margin. We would also like to stress that our algorithm is very robust to a wide range of noise levels. In particular, significant improvements are observed at large $\alpha$, where the signal-dependent nature of the Poisson noise is more pronounced. Fig. 9 and Fig. 10 show the comparison of visual quality of Bridge and Hemocyte, respectively. We observe that our method preserves various image details, while introducing very few artifacts.

Table III reports the computational time of various deconvolution algorithms. It can be seen that our method is sub-

---

\(1\)Natural images are available at http://decsai.ugr.es/cvg.


\(3\)Biological images are available at http://www.cellimagelibrary.org.

\(4\)The source code of PoissonDecom is available at http://fixdupe.free.fr/software.html.

\(5\)The source code of SPIRAL-TAP-TI is available at http://drz.ac/code/spiraltap/.

\(6\)The source code of PoissonHessReg is available at http://www.math.ucla.edu/~stamatis/software/PoissonHessReg.zip.

\(7\)The source code of GILAM is available at https://www.researchgate.net/profile/Daiqiang_Chen_chendaqiang.
TABLE I
PSNR Comparison with Some State-of-the-Art Algorithms under Gaussian Blur with Variance 3. Results have been averaged over 10 noise realizations.

<table>
<thead>
<tr>
<th>α</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>32</th>
<th>128</th>
<th>256</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>32</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image</td>
<td>Cameraman 256 × 256</td>
<td>Bridge 512 × 512</td>
<td>Stars 256 × 256</td>
<td>Erythocyte 512 × 512</td>
<td>Hemocyte 512 × 512</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input</td>
<td>19.02</td>
<td>20.34</td>
<td>21.06</td>
<td>23.06</td>
<td>25.60</td>
<td>28.17</td>
<td>17.29</td>
<td>19.32</td>
<td>21.73</td>
<td>19.89</td>
<td>18.37</td>
<td>17.85</td>
</tr>
<tr>
<td>PoissonDeconv</td>
<td>22.61</td>
<td>22.28</td>
<td>21.84</td>
<td>20.18</td>
<td>17.38</td>
<td>15.73</td>
<td>22.65</td>
<td>22.36</td>
<td>21.93</td>
<td>19.91</td>
<td>17.67</td>
<td>10.53</td>
</tr>
<tr>
<td>PIDAL</td>
<td>23.51</td>
<td>22.89</td>
<td>22.18</td>
<td>20.25</td>
<td>18.32</td>
<td>17.73</td>
<td>23.21</td>
<td>22.52</td>
<td>21.73</td>
<td>19.89</td>
<td>18.37</td>
<td>17.85</td>
</tr>
<tr>
<td>SPIRAL-TAP-TI</td>
<td>23.83</td>
<td>23.33</td>
<td>22.54</td>
<td>21.05</td>
<td>19.34</td>
<td>19.32</td>
<td>22.52</td>
<td>21.87</td>
<td>21.50</td>
<td>20.84</td>
<td>17.62</td>
<td>14.46</td>
</tr>
<tr>
<td>PoissonHessReg</td>
<td>22.65</td>
<td>22.15</td>
<td>21.57</td>
<td>20.19</td>
<td>18.28</td>
<td>17.25</td>
<td>22.60</td>
<td>22.09</td>
<td>21.52</td>
<td>20.19</td>
<td>18.75</td>
<td>18.02</td>
</tr>
<tr>
<td>PIDAL</td>
<td>28.03</td>
<td>27.38</td>
<td>26.64</td>
<td>25.00</td>
<td>23.38</td>
<td>22.65</td>
<td>22.82</td>
<td>22.29</td>
<td>21.64</td>
<td>19.94</td>
<td>18.40</td>
<td>17.90</td>
</tr>
<tr>
<td>PoissonHessReg</td>
<td>27.63</td>
<td>27.12</td>
<td>26.55</td>
<td>25.45</td>
<td>24.05</td>
<td>23.39</td>
<td>22.51</td>
<td>22.10</td>
<td>21.65</td>
<td>20.48</td>
<td>19.16</td>
<td>18.58</td>
</tr>
</tbody>
</table>

* Best PSNR results within a 0.1 dB margin are highlighted.

Fig. 9. Restoration of the Bridge image degraded by Gaussian blur with variance 3 and Poisson noise level α = 8.

stantially faster than other iterative approaches. As observed, the proposed PURE-LET algorithm is roughly 7 times faster than the next fastest algorithm for a 256 × 256 image and 5 times faster for a 512 × 512 image. It is worth mentioning that our method is implemented using unoptimized MATLAB code only, without any compiled routines. In addition, the proposed approach is by nature highly parallelizable for even faster processing because each basis function Fk can be processed independently of the others.

D. Mixed Poisson-Gaussian Noise Case

To the best of our knowledge, there are very few deconvolution algorithms that are designed for the mixed Poisson-Gaussian noise case, even though this noise model is more
realistic. We compare the proposed approach with the method in [48]. Since their method needs to carefully select the regularization parameters for each scenario, we follow their experiment settings in their provided code. Specifically, the considered ground truth image set, including Image 1 of size 190 × 190, Image 2 of size 128 × 128 and Image 3 of size 256 × 256, are shown in Fig. 11. The parameters for these degradation scenarios are listed in Tab. IV. We choose the exact model with Hessian-TV prior since it leads to the best qualitative results compared with other models.

Table V reports the comparison results we have obtained from the method in [48] and our method, in terms of PSNR and computational time. Fig. 12 shows a visual comparison. It can be seen the proposed PURE-LET algorithm significantly achieves better performance than [48] both in restoration quality and computational time. In particular, our approach exhibits very few artifacts and is able to retrieve more image details, contrary to the method in [48].

V. APPLICATION TO REAL FLUORESCENCE MICROSCOPY IMAGES

We now apply the PURE-LET algorithm to the restoration of real 2D confocal fluorescence microscopy images. Although 3D deconvolution is often preferable in wide-field microscopy [10], [75], it is meaningful to apply 2D deconvolution to thin specimen [76], [77]. The dataset we used is the image of Exocyst-positive organelles (EXPOs) labeled by AtExo70E2-GFP in Arabidopsis suspension cells [78], acquired on a Leica TCS SP8 confocal laser scanning microscope with a 63x/1.2 water-immersion objective at the School of Life Science of the Chinese University of Hong Kong. Images are of size 512 × 512, and the pixel dimension is 0.92 × 0.92 µm.

The optical sectioning ability of a confocal microscope is a function of the pinhole size. A larger pinhole size leads to more out-of-focus light detected, resulting in lower resolution. With a fully open pinhole, the confocal microscope is close to a conventional wide-field microscope. By changing the pinhole size of the confocal microscope, we can balance the optical resolution and light intensity (Fig. 13). A pinhole of 1 airy unit (AU) typically gives the best signal-to-noise ratio, thus provides a pseudo ground truth for evaluation of the deconvolution performance.

We applied our deconvolution algorithm on images collected...
TABLE II
PSNR COMPARISON WITH SOME STATE-OF-THE-ART ALGORITHMS OF THE Stars IMAGE AND THE Hemocyte IMAGE FOR VARIOUS BLURS AND NOISE LEVELS. RESULTS HAVE BEEN AVERAGED OVER 10 NOISE REALIZATIONS.

<table>
<thead>
<tr>
<th>Image</th>
<th>Stars 256 × 256</th>
<th>Hemocyte 512 × 512</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blur</td>
<td>Unform blur</td>
<td>Uniform blur</td>
</tr>
<tr>
<td>α</td>
<td>2 4 8 32 128 256</td>
<td>2 4 8 32 128 256</td>
</tr>
<tr>
<td>PIDAL</td>
<td>23.10</td>
<td>23.10</td>
</tr>
<tr>
<td>SPIRAL-TAP-TI</td>
<td>22.65 19.85 17.24 15.01 15.09 15.89</td>
<td>23.32 23.34 22.77 21.09 19.12 18.08</td>
</tr>
<tr>
<td>GILAM</td>
<td>22.98</td>
<td>22.98</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Blur</th>
<th>Separable filter</th>
<th>Separable filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>22.00 20.28 18.10 12.84 7.02 4.05</td>
<td>22.73 20.89 18.60 13.21 7.37 4.39</td>
</tr>
<tr>
<td>PIDAL</td>
<td>23.90</td>
<td>23.90</td>
</tr>
<tr>
<td>PoissonHessReg</td>
<td>23.49 22.30 20.87 18.54 17.30 16.72</td>
<td>24.73 22.78 20.49 16.72 14.55 13.79</td>
</tr>
<tr>
<td>GILAM</td>
<td>23.87</td>
<td>23.87</td>
</tr>
</tbody>
</table>

* Best PSNR results within a 0.1 dB margin are highlighted.

TABLE III
COMPARISON OF THE COMPUTATIONAL TIME OF VARIOUS DECONVOLUTION ALGORITHMS (UNITS: SECONDS).

<table>
<thead>
<tr>
<th>Degradation scenario</th>
<th>PoissonDeconv</th>
<th>PIDAL</th>
<th>SPIRAL-TAP-TI</th>
<th>PoissonHessReg</th>
<th>GILAM</th>
<th>PURE-LET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera</td>
<td>256 × 256</td>
<td>281.43</td>
<td>9.38</td>
<td>68.31</td>
<td>20.23</td>
<td>12.48</td>
</tr>
<tr>
<td>Galaxy</td>
<td>256 × 256</td>
<td>262.93</td>
<td>9.41</td>
<td>8.47</td>
<td>20.01</td>
<td>16.64</td>
</tr>
<tr>
<td>Erythocyte</td>
<td>512 × 512</td>
<td>1053.25</td>
<td>41.45</td>
<td>40.92</td>
<td>115.82</td>
<td>39.06</td>
</tr>
<tr>
<td>Hemocyte</td>
<td>512 × 512</td>
<td>1033.50</td>
<td>68.49</td>
<td>31.37</td>
<td>113.29</td>
<td>67.84</td>
</tr>
</tbody>
</table>

TABLE IV
DEGRADATION PARAMETERS OF ALL IMAGES IN THE MIXED POISSON-GAUSSIAN NOISE CASE.

<table>
<thead>
<tr>
<th>Image</th>
<th>Gaussian blur h</th>
<th>Poisson noise a</th>
<th>Gaussian noise a²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>size = 25 × 25, std = 1.6</td>
<td>21.25</td>
<td>9</td>
</tr>
<tr>
<td>Image 2</td>
<td>size = 25 × 25, std = 1.6</td>
<td>8.5</td>
<td>12</td>
</tr>
<tr>
<td>Image 3</td>
<td>size = 9 × 9, std = 0.5</td>
<td>4.25</td>
<td>36</td>
</tr>
</tbody>
</table>

TABLE V
COMPARISON WITH [48] IN TERMS OF PSNR AND COMPUTATIONAL TIME.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR (dB)</th>
<th>Computational time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>[48]</td>
<td>PURE-LET [48]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PURE-LET</td>
</tr>
<tr>
<td>Image 1</td>
<td>10.33</td>
<td>28.00</td>
</tr>
<tr>
<td>Image 2</td>
<td>15.15</td>
<td>26.67</td>
</tr>
<tr>
<td>Image 3</td>
<td>18.15</td>
<td>24.59</td>
</tr>
</tbody>
</table>

in the condition of pinhole size equal to 3AU. The optical PSF of the confocal fluorescence microscope is modeled using the 2D Gaussian kernel [79], parametrized by its variance, whose value is estimated empirically. In order for these images to fit the degradation model described in (1) and find the two parameters $\sigma^2$ and $\alpha$, we use a robust linear regression performed on a collection of local estimates of the sample mean and sample variance, similar to [2], [80].

Fig. 14 shows the results obtained with the PURE-LET deconvolution algorithm for three images with pinhole size 3AU. It can be observed that the restored images are very close to the pseudo ground truth, whose contrast and resolution are improved. Note that compared with the images with pinhole size 3AU, the difference is not just the sharpness of these images, but also the ability of resolving the internal structures. The EXPO dots in the restored images can be distinguished
clearly. Moreover, compared with the images with pinhole size 1AU, the noise caused by the low light condition is reduced as well. We suspect these results could be further improved using a more realistic PSF model [10], [81].

VI. CONCLUSION

We propose a new non-iterative deconvolution approach for blurred and noisy images with Poisson noise or mixed Poisson-Gaussian noise. We linearly parametrize the deconvolution process as a linear combination of elementary functions (LET). Each elementary function consists of a Wiener filtering followed by transform-domain thresholding. We then use the data-driven unbiased estimate of the MSE (PURE) to optimize the coefficients of this linear combination. The proposed PURE-LET approach outperforms state-of-the-art techniques, including the results [16] on wide-field fluorescence microscopy images. It is not random):

\[ E\{\|F(y) - x\|^2\} = E\{\|F(y) - x\|^2\} \\
= E\{\|F(y)\|^2\} - 2E\{x^T F(y)\} + \|x\|^2 \\
= E\{\|F(y)\|^2\} - 2E\{(Hx)^T H^{-T} F(y)\} \\
+ E\{(Hx)^T H^{-T} H^{-1} y\}.
\]

Thanks to [2], we know that

\[ E\{(Hx)^T F(y)\} = E\{y^T F^-(y) - \sigma^2 \div\{F^-(y)\}\}. \]

Using this identity, we can then replace \( E\{(Hx)^T H^{-T} F(y)\} \) by

\[ E\{y^T H^{-T} F^-(y) - \sigma^2 \div\{H^{-T} F^-(y)\}\}. \]

The other expression, \( E\{(Hx)^T H^{-T} H^{-1} y\} \), can be obtained by substituting \( H^{-1} y \) to \( F(y) \) in that expression, which yields

\[ E\{y^T H^{-T} H^{-1} y - \alpha^1 T H^{-T} H^{-1} y\} - \sigma^2 \Tr\{H^{-T} H^{-1}\}. \]

Note that we have used \( \{H^{-T} F(y)\}^+ = H^{-T} F^-(y) \).
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