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Abstract Deep Q-Learning from Demonstrations (DQfD)
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from demonstrations. The key techniques we use _ e
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demonstration data not to exceed 7:3

* Incorporate the e-greedy policy in both the training and testing phase, to make the
agent act randomly with a small probability
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algorithms to complete a hierarchical crafting-tree by Process the human demonstration dataset to get important action set:
harvesting resources and crafting items, and to finally * (alculate the current step’s reward, value function and cumulative reward Stanford
obtain a diamond, using * Select the steps with instant reward >0 and value <20 to do K-means clustering — University
* 8 million interactions in the game (provided by the 10 important actions
MineRL simulator) * Select other steps with cumulative reward <20 to do K-means clustering —
* 60 million frames of human demonstrations 20 less important actions Poster created by Keyu Li, PhD student at The Chinese

No human-readable actions are provided in 2020. * The resulting 30 actions are clustered again to form the final action space University of Hong Kong (CUHK).



