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Abstract—Due to the efficiency and effectiveness of hashing
technologies, they have become increasingly popular in large-scale
image semantic retrieval. However, existing hash methods suppose
that the data distributions satisfy the manifold assumption that
semantic similar samples tend to lie on a low-dimensional manifold,
which will be weakened due to the large intraclass variation.
Moreover, these methods learn hash functions by relaxing the
discrete constraints on binary codes to real value, which will
introduce large quantization loss. To tackle the above problems,
this paper proposes a novel unsupervised hashing algorithm to
learn efficient binary codes from high-level feature representations.
More specifically, we explore nonnegative matrix factorization
for learning high-level visual features. Ultimately, binary codes
are generated by performing binary quantization in the high-
level feature representations space, which will map images with
similar (visually or semantically) high-level feature representations
to similar binary codes. To solve the corresponding optimization
problem involving nonnegative and discrete variables, we develop
an efficient optimization algorithm to reduce quantization loss with
guaranteed convergence in theory. Extensive experiments show
that our proposed method outperforms the state-of-the-art hashing
methods on several multilabel real-world image datasets.

Index Terms—Efficient binary codes, image semantic retrieval,
nonnegative matrix factorization.

I. INTRODUCTION

THE exponential growth of big image data on the Web
has posed a great challenge for the storage, analysis, and

management of them. How to design an efficient and effective
algorithm for large scale image semantic retrieval task has be-
come a hot topic. The traditional real-valued descriptors like
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LBP [1]–[4], GIST [5], BOW [6], color histogram [7], color
co-occurrence descriptor [8], etc. require huge computing and
memory cost. In contrast, the binary descriptors have a great
advantage in improving retrieving speed and reducing memory
cost, which makes them easy for large-scale image retrieval
[9]–[11].

For solving a large-scale image search problem based on
real-valued descriptors, the classical tree-based methods such
as kd-tree [12] and R-tree [13] methods are proposed. However,
due to the existence of curse of dimensionality, the efficiency
of the similarity search decreases with the increased dimension
of data. In order to reduce the effects of the curse of dimen-
sionality, some early data independent hash methods including
Locality Sensitive Hashing (LSH) [14] and its variants [15]
use random linear projections to map real-valued descriptors
in a high-dimensional space into a low-dimensional Hamming
space. The main limitation of these methods is that the retrieval
performance is unsatisfactory with a small number of bits.

In order to learn more efficient and compact hash codes,
some data dependent hashing methods [9]–[11], [16], [17] are
designed to learn hash functions via machine learning. The main
idea of data dependent methods is to learn a low-dimensional
representation of data and then quantize [9] or threshold [11],
[16] them into binary codes. Existing data dependent hashing
methods can be roughly divided into three categories [18]: super-
vised hashing methods, semi-supervised hashing methods, and
unsupervised hashing methods. The supervised hashing meth-
ods [19]–[30] make use of completely labeled data for training.
However, with the rapidly growing data, it is expensive to label
a large number of training samples. In order to reduce human la-
bor intensity, semi-supervised hashing methods [16], [31] make
use of both labeled and unlabeled data for training. Although
the number of labeled data is reduced, semi-supervised hash-
ing methods require experienced people to manually label some
training samples.

Unsupervised hashing methods utilize the intrinsic data prop-
erties of the examples without using any label information to
learn binary codes. To preserve the global variance structure
of the input data, Principle Component Hashing (PCAH) [16],
Iterative Quantization (ITQ) [9] and Isotropic Hashing (IsoH)
[32] try to identify a set of hyperplanes with anisotropic [9],
[16] or isotropic [32] PCA projection based on a linear mani-
fold assumption i.e, the underling manifold is a linear subspace.
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Fig. 1. Framework of the proposed method. The overall algorithm can be divided into two stages: offline training phrase and online query phrase. In the offline
training phrase, three terms including Term 1, Term 2, and Term 3 are involved in generating efficient binary codes, where Term 1 refers to the highlevel feature
representations learning term, Term 2, refers to the efficient binary codes learning term, and Term 3 refers to the out-of-sample extension term. In the online query
phrase, the hash code of the query image can be obtained from the output of the process shown below the purple dotted line. Please see text for more details.

However, the linear manifold assumption is strict to a real-world
application. Instead of assuming global linearity, Spectral Hash-
ing (SH) [17], Anchor Graph Hashing (AGH) [10], Locally Lin-
ear Hashing (LLH) [33], and Induced Manifold Hashing (IMH)
[11] make a weaker local neighborhood preserving assumption
i.e., non-linear manifold assumption that nearby points in high-
dimensional input space are close in the low-dimensional man-
ifold subspace. The core idea of these methods is to learn hash
functions based on manifold learning methods including: linear
manifold learning methods (e.g. Principle Component Analysis
(PCA)) or non-linear manifold learning methods (e.g. Spectral
Clustering (SC) [34], Laplacian Eigenmaps (LE) [35], Isomap
[36], Locally Linear Embedding (LLE) [37], Elastic Embedding
(EE) [38], and t-Distributed Stochastic Neighbor Embedding (t-
SNE) [39]). However, these methods widely adopt the manifold
assumption that semantic similar samples tend to lie on a low-
dimensional manifold. This assumption will be weakened when
the intra-class similarities are low.

While the impact of intra-class variations can be alleviated
by leveraging deep learning, vector quantization and nonneg-
ative matrix factorization technologies, promising results are
achieved in image retrieval [40]–[46]. Autoencoder (AE) [40],
[47] and Deep Hashing (DH) [41] resort to the powerful fitting
ability of deep neural networks to learn non-linear hash func-
tions. Outputs of the last layer are signed to obtain the resulting
binary codes, which will lead to the accumulated quantization
error [31]. In addition, these methods usually have great com-
putational burden and are prone to overfitting. To preserve high
fitting ability and circumvent the risks of overfitting, Product
Quantization (PQ) [42], Cartesian k-means (CKM) [43] and
Composite Quantization (CQ) [44] turn to explore Vector Quan-
tization (VQ) [48] technologies for learning binary codes. The
key idea of VQ based methods is that the dimensions of the
data can be separated into several disjoint subsets under the
assumption of independence across dimensions, and each sub-
set is quantized into a number of discrete state respectively.
However, the assumption of independence across dimensions
may destroy the latent semantic structure of data. To preserve

the latent semantic structure of input data, Nonnegative Ma-
trix Factorization Hashing (NMFH) [45] and Latent Structure
Preserving Hashing (LSPH) [46] employ Nonnegative Matrix
Factorization (NMF) [49] technology to decompose a input data
matrix into a product of two nonnegative factors, which can be
understood as the parts and the parts-based representations re-
spectively since they only allow addition (not substraction) and
its combination [50]. However, the NMF based hashing methods
choose to solve a relaxed constraint problem and the quality of
approximate solution is unsatisfactory due to the accumulated
quantization error. For a more comprehensive introduction to
the existing hashing methods, please refer to the review on
hashing [51], [52].

The above unsupervised hashing methods either ignore the
existing huge inter-class variations in real-world images or re-
lease discrete constraints on binary codes in the optimization,
which may limit the effectiveness of learning efficient binary
codes for complex scene/object images retrieval task. There-
fore, it is a valuable research issue to simultaneously learn
efficient binary codes and better data representation to solve
image retrieval problem on real-world image databases.

In this paper, we propose a novel unsupervised hashing
method by learning efficient binary codes from high-level fea-
ture representations which can describe the widely varying data
distributions well. Due to the straightforward interpretability
of NMF, it has attracted great attention recently and has been
widely applied in several applications including face recognition
[45], document clustering [53], recommender systems [54], etc.
NMF can decompose the original real-value inputs into a basis
matrix and a coefficient matrix which is the high-level repre-
sentations of the original real-value inputs [55]. In addition, the
flexibility of matrix factorization enables dealing with widely
varying data distributions. Thus hash codes learned from high-
level feature representations via NMF are expected to be more
effective. As shown in Fig. 1, the (visually or semantically) sim-
ilar images are expected to be represented as similar high-level
feature representations via NMF and further mapped to simi-
lar binary codes. However, directly applying NMF to generate
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hash codes will result in two problems: 1) the solution of NMF
problem is in general not unique [56], i.e., the basis matrix and
the coefficient matrix are not unique, and as a result the result-
ing hashing codes are not unique; 2) there is no straightforward
extension scheme for computing high-level feature representa-
tions of inputs in the test set, i.e., the problem of out-of-sample
extension. From the point of view of information theory, all
information bits in the resulting hash codes should be equally
probable and independent of each other. In other words, efficient
hash codes should simultaneously satisfy bits balance property,
i.e., each bit has a 50% chance of being one or zero, and bits in-
dependence property, i.e., different bits are independent of each
other [17]. Interestingly, the bits balance and bits independence
constraints can be approximated by constraining the high-level
feature representations with equal isotropic covariance, i.e., a
diagonal matrix with all diagonal elements being the same.
With this isotropic constraint, we can obtain unique solution
of NMF problem like [57]. For the problem out-of-sample ex-
tension, we can introduce an explicit mapping between the orig-
inal real-value inputs and the high-level feature representations.
Therefore, we model our problem within a NMF framework,
which includes the following three terms: a high-level feature
representations learning term, an efficient binary code learn-
ing term, and an out-of-sample extension term. The first term
aims to learn the high-level feature representations of input data.
The second term aims to learn efficient binary codes. The last
term aims to learn an explicit mapping from the input space
to the high-level embedding space so that the high-level repre-
sentations of the items in the test set can be computed directly.
The introduction of the independence and balance constraints
renders the optimization problem more complex and difficult.
The problem can be simplified by relaxing the independence
and balance constraints to one isotropic constraint on the high-
level feature representations. However, the relaxed optimization
problem is still a challenge optimization problem which contains
nonnegative variables, continuous variables, a discrete variable
and orthogonal constraints. Therefore, we develop an efficient
coordinate descent algorithm to solve this challenge optimiza-
tion problem. The convergent property of our proposed algo-
rithm can be well guaranteed by a theoretical analysis. We eval-
uate our proposed algorithm on several multi-label real-world
image datasets. The experimental results verify the effectiveness
of our method.

The rest of this paper is organized as follows. In Section II, we
present the details of the proposed method. Section III reports
the experimental results by comparing with existing state-of-
the-art methods on several real-world datasets. The conclusion
is given in Section IV.

II. LEARNING EFFICIENT BINARY CODES FROM HIGH-LEVEL

FEATURE REPRESENTATIONS

Assume that we have a database X = {x1 , . . . ,xn} ∈ Rd×n ,
where xi is a d-dimensional image descriptor of the i-th sample
and n is the number of images. The purpose of image hashing
is to learn hash functionsH : Rd → {−1, 1}k to map a training
example xi to a k-dimensional binary hash code bi = H(xi) in

Fig. 2. Schematic illustration of the motivation. NMF can reconstruct the
input nonegative real-value features with a basis matrix and a coefficient matrix,
where each row in the coefficient matrix corresponds to a high-level feature
representation of the original real-value inputs. The (visually or semantically)
similar images are expected to have similar high-level feature representations,
i.e., the distance between them in the high-level embedding space is small,
while the distances are large for dissimilar images. The goal is to learn the hash
codes which can preserve the neighborhood relationship from the high-level
embedding space into the Hamming space.

the Hamming space, while maintaining some notion of similar-
ity evaluated in the real-value feature space.

In this section, we solve the hashing learning problem by
learning efficient binary codes from high-level feature repre-
sentations, of which the flowchart is shown in Fig. 2. As is
illustrated in Fig. 2, the proposed method includes two stages:
the offline training phase and the online query phrase. In the of-
fline training phrase, a d-dimensional real-value visual feature
is extracted from each image firstly. These features constitute an
input data matrix X ∈ Rd×n . We expect to learn a basis matrix
U ∈ Rd×k and the high-level feature representations V ∈ Rk×n

from X ∈ Rd×n . V is zero-centered by subtracting the mean in
each feature dimension, and further rotated by an orthogonal ro-
tation matrix R to narrow down the gap between zero-centered
V and binary codes B ∈ {−1, 1}k×n . The isotropic constraint
on V is introduced to approximate the bits balance and bits
independence constraints. As a result, we can obtain efficient
binary codes from the zero-centered and rotated V. Meanwhile,
we learn a projection matrix P ∈ Rd×k from X to V for fa-
cilitating encoding new image features into high-level feature
representations. Finally, the hash function learning can be for-
mulated as the following optimization objective function:

L(U, V, P, B, R) = L1(U, V) + αL2(B, R, V) + βL3(P, V).
(1)

Where α, β are two parameters to balance the effects of corre-
sponding terms. The objective function includes three terms: the
first term is the high-level feature representations learning term,
which means that the (visually or semantically) similar examples
can have similar high-level feature representations; the second
term is the efficient binary codes learning term, which means
that similar high-level feature representations should be mapped
to similar binary codes and the learned hash codes should sat-
isfy the properties of bits balance and independence; the third
term is an out-of-sample extension term, which implies that the
high-level feature representations of new input data can be com-
puted by a straightforward projection from the input space to
the high-level embedding space. In the online query phrase, a
new query image is characterized as xt . Next, we project xt into
the high-level embedding space as vt = PT xt , followed by a
truncation operator as v̂t = max(0,vt). We further subtract the
mean of V from v̂t and rotate the result with R. Finally, we
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encode the real-value output into a binary code bt by a sgn(·)
function, where sgn(x) = 1 if x > 0 and −1 otherwise.

In this paper, we use a bold uppercase fonts to denote ma-
trix and a bold lowercase fonts to denote a vector. In addition,
given a matrix X = {xij}, we utilize xj to denote j-th column
respectively. The inverse of X is represented as X−1 , and its
transpose is denoted as XT . The Frobenius norm of X is de-
noted as ‖X‖2F . Ik is the identity matrix of size k. 1n is the
all-ones vector of size n.

A. Learning High-Level Feature Representations

We utilize the nonnegative factorization method [49], [50],
[55] to learn high-level feature representations. Specifically,
NMF can decompose the original real-value inputs X into
two matrices U and V which have only nonnegative elements.
The nature of NMF is to minimize the reconstruction error
as follows:

min L1(U,V) = ||X−UV||2F
s.t. U ≥ 0,V ≥ 0 (2)

where the two nonnegative factors U ∈ Rd×k and V ∈ Rk×n

denote the basis matrix and the the coefficient matrix re-
spectively. H = In − 1

n 1n1T
n is the centering projection

matrix which is also a symmetric and idempotent matrix, i.e.,
H = HT = HHT . Each column of U corresponds to a basis
and each column of V is a high-level feature representation
for each training example [55]. The number of hash bits corre-
sponds to the number of bases, i.e., each hash bit corresponds
to a latent basis in U.

B. Learning Efficient Binary Codes

The solution of NMF problem is in general not unique [56],
i.e., the basis matrix and the coefficient matrix are not unique.
Therefore, the resulting hashing codes learned from the high-
level feature representations are not unique. There may exist
redundant and correlated information in the bits of the obtained
various hashing codes. However, from the information-theoretic
point of view, the information provided by each bit of the result-
ing hashing codes is expected to be maximal and different bits
are independent of each other, i.e., the resulting hashing codes
are efficient binary codes. To obtain efficient binary codes, we
require that the hash bits satisfy two constraints, i.e. bits bal-
ance B1n = 0 and bits independence 1

n BBT = Ik , the former
requires that each bit has a 50% chance of being one or zero
and the latter requires that different bits are independent of
each other [17]. In addition, we expect that similar (visually or
semantically) high-level feature representations should be
mapped to similar binary codes [9]. We model the binary codes
learning problem by minimizing the following binary quantiza-
tion error:

min L2(B,R,V) = ||B−RVH||2F
s.t. RT R = Ik ,B1n = 0,

1
n
BBT = Ik

B ∈ {−1, 1}k×n (3)

where R ∈ Rk×k is an orthogonal matrix that brings the zero-
centered high-level feature representations VH closely to the
nearest vertex of the binary hypercube {−1, 1}k . The reason
of using the orthogonality constraint is that the orthogonal R
can balance the variance of different dimensions of the zero-
centered V which will benefit the reduction of the quantization
error [9]. Here, V is zero-centered to eliminate the difference
between the center of V and the center of B. According to
(3), each data point in V is mapped to the nearest vertex of
the binary hypercube {−1, 1}k . In other words, the smaller the
quantization loss in (3), the better the locality structure of the
data points in V will preserved in the corresponding Hamming
space B.

C. Out-of-Sample Extension

There is no straightforward extension scheme for computing
high-level feature representations of inputs in the test set via
NMF. Therefore, we have to learn an explicit mapping between
the inputs and the high-level feature representations in the train-
ing phrase. Now, assume that we are given the training examples
X and their corresponding high-level feature representations V.
Then the mapping from X to V can be considered as a regres-
sion problem. We leverage a simple linear regression to model
the relationship between X and V as f(xi) = PT xi , where
P ∈ Rd×k is the parameter of the linear regression model f .
In order to optimize P, we choose to minimize the following
function:

min L3(V,P) =
n∑

i=1

‖vi −PT xi‖2F + γ1‖P‖2F . (4)

The function include two terms: the first term is a linear regres-
sion term to reduce the regression error, and the second term
is a regularization term to avoid overfitting. The parameter γ1
is used to balance the importance of the two terms. By a sim-
ple algebraic calculation, the matrix form of the out-of-sample
extension term is given as

min L3(V,P) = ‖V −PT X‖2F + γ1‖P‖2F . (5)

D. Overall Objective Function

The overall objective function consists of three terms includ-
ing learning high-level feature representations term, learning ef-
ficient binary codes term and the out-of-sample extension term,
i.e.,

min
U ,V ,P ,B ,R

||X−UV||2F + α‖B−RVH‖2F

+ β‖V −PT X‖2F + γ‖P‖2F
s.t. RT R = Ik ,B1n = 0,

1
n
BBT = Ik

U ≥ 0,V ≥ 0,B ∈ {−1, 1}k×n (6)

where α, β, γ = βγ1 are the tradeoff parameters which are uti-
lized to balance the importance of the three terms.
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E. Optimization

The optimization problem in (6) is non-smooth and non-
convex. The reasons are that: 1) the optimization problem in-
volves one discrete variable and two discrete constraints; 2) the
overall objective function and the real-value orthogonal con-
straint are non-convex. In addition, the bits balance and bits
independence constraints make the problem NP hard [17]. In-
tuitively, we can relax the bits balance and bits independence
constraints and use an alternative optimization algorithm to ob-
tain an approximate solution. One way is to ignore the bits
balance and bits independence constraints in (6). The hash
codes will be computed with B = sgn(RVH). However, the
resulting hash codes may be unbalanced or dependent of each
other. The other way is to approximate B with the magnitude
of RVH. Then, the bits balance and the bits independence
constraints will be RVH1n = 0 and 1

n RVHHT VT RT = Ik .
We can see that: 1) the bits balance constraint can be satis-
fied naturally according to the definition of the centering pro-
jection matrix H; 2) the bits independence constraint can be
further simplified as 1

n VHVT = Ik , where the invertible prop-
erty of orthogonal matrix R: R−1 = RT , and a property of
idempotent matrix H: HHT = H are used. Therefore, the bits
balance constraint B1n = 0 and bits independence constraint
1
n BBT = Ik in (6) can be approximated by one orthogonal con-
straint 1

n VHVT = Ik . The overall objective function can be
rewritten as

min
U ,V ,P ,B ,R

||X−UV||2F + α‖B−RVH‖2F + β‖V−PT X‖2F

+ γ‖P‖2F

s.t. RT R = Ik ,
1
n
VHVT = Ik

U ≥ 0,V ≥ 0,B ∈ {−1, 1}k×n . (7)

It is worth noting that the covariance of matrix V is 1
n VHVT

which is required to be isotropic [32], i.e., isotropic constraint.
According to [32], it is unreasonable to use the same length of
binary codes for different embedding dimensions with unequal
variances since larger-variance dimensions will carry more in-
formation. Hence, the high-level feature representations with
isotropic variances will be better than those with anisotropic
variances for hashing. Moreover, the orthogonal constraint on
the covariance of matrix V can enhance the discriminative
property of V.

The introduction of the isotropic (orthogonal) constraint
1
n VHVT = Ik further increases the difficulty of the optimiza-
tion problem. There are two typical approximate solutions for
solving the objective function in (7) with the isotropic constraint
1
n VHVT = Ik by introducing different orthogonality penalty
terms. One uses the Lagrangian multiplier method as presented
in [58] by introducing a trace-penalty term. The other employs
an orthogonal subspace method as done in [57] by introducing
a �2-norm penalty term. The former requires huge computation
cost in updating the Lagrange multiplier which is a symmetric
matrix with many parameters. The latter decreases the compu-
tational complexity by introducing a single parameter. Here, we

introduce a �2-norm penalty term in the objective function to re-
place the orthogonal constraint as done in [57]. The optimization
problem in (7) can be rewritten as

min
U ,V ,P ,B ,R

O(U, V, P, B, R)

= ||X −UV||2F + α‖B −RVH‖2F + β‖V −PT X‖2F

+ γ‖P‖2F +
η

2

∥∥∥∥
1
n
VHVT − Ik

∥∥∥∥
2

F

s.t. U ≥ 0, V ≥ 0, RT R = Ik , B ∈ {−1, 1}k×n (8)

where η is the penalty parameter which penalizes for the devia-
tions from the identity matrix.

We utilize the Lagrangian multiplier method to transform the
above nonnegative constrained optimization problem in (8) into
an unconstrained one with respect to U and V as follows:

L(Θ) = ||X−UV||2F + α‖B−RVH‖2F + β‖V −PT X‖2F

+ γ‖P‖2F +
η

2

∥∥∥∥
1
n
VHVT − Ik

∥∥∥∥
2

F

+ Tr(ΦUT )

+ Tr(ΨVT )

= ‖X‖2F − 2Tr(XT UV) + Tr(UVVT UT ) + α‖B‖2F
− 2αTr(BT RVH) + βTr(VT V)−2βTr(VT PT X)

+ βTr(PT XXT P) + γTr(PT P)

+
η

2n2 Tr(VHVT VHVT ) +
(
α− η

n

)
Tr(VHVT )

+
η

2
‖Ik‖2F + Tr(ΦUT ) + Tr(ΨVT ) (9)

where Φ and Ψ are the dual variables, Θ involves all variables U,
V, P, B, R, Φ and Ψ in (9). The derivation of (8) uses the orthog-
onal property of matrix R: RT R = RRT = Ik , some proper-
ties of idempotent matrix H: H = HT = HHT , and the matrix-
trace properties: Tr(A) = Tr(AT ), Tr(AC) = Tr(CA), and
‖A‖2F = Tr(AT A).

In order to solve the problem in (9), an efficient coordinate de-
scent algorithm is developed to alteratively optimize unknown
variables Θ until convergence. The detail optimization proce-
dure works as follows.

1) Fix V,P,B,R and set the derivative w.r.t. U to zero. We
have

∇UL = 2UVVT − 2XVT + Φ = 0. (10)

By using the Karush-Kuhn-Tucker (KKT) complementar-
ity condition Φ�U = 0, where � means the Hadamard
product (entrywise product), we can multiply U on the
entries of (10) and obtain

(UVVT −XVT )�U = 0. (11)

We get the following updating rule:

U← U� XVT

U(VVT )
. (12)
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2) Fix U,P,B,R and set the derivative w.r.t. V to zero. We
have

∇VL = 2UT UV − 2UT X + 2
(
α− η

n

)
VH

− 2αRT BH + 2βV − 2βPT X

+
2η

n2 VHVT VH + Ψ = 0. (13)

By using the Karush-Kuhn-Tucker (KKT) complemen-
tarity condition Ψ�V = 0, we can multiply V on the
entries of (12) and obtain
(
UT UV −UT X +

(
α− η

n

)
VH− αRT BH + βV

− βPT X +
η

n2 VHVT VH
)
�V = 0 (14)

where RT BH and PT X are mixed sign, which not only
includes negative sign but also positive sign. We can use
the following operator to decompose the mixed sign ma-
trix M into a positive part and a negative part, i.e. M =
[M]+ − [M]−, where [M]+ = (M + |M|)/2, [M]− =
(|M| −M)/2. Then, we can get the following updat-
ing rule as in (15), as shown at the bottom of the page,
where Q1 = (V1n )(V1n )T V, Q2 = (VVT )(V1n )1T

n ,
and Q3 = (V1n )((V1n )T V1n )1T

n .
3) Fix U,V,B,R and set the derivative w.r.t. P to zero. We

have

∇PL = 2(βXXT + γId)P− 2βXVT = 0. (16)

Then we get the following updating rule:

P = β(βXXT + γId)−1XVT . (17)

4) Fix U,V,P,R and update B by

B = sgn(RVH). (18)

5) Fix U,V,P,B and update R by solving an orthogonal
procrustes problem presented as in [9]. We get the follow-
ing updating rule:

R = (MN)T (19)

where M,N are the left and right singular values of the
matrix VHBT with its SVD as MΣN.

After the convergence of the algorithm, we can obtain the
average of the low-dimensional parts-based representations of
training examples v̄ = 1

n V1n . For a test sample xt , we can
obtain the latent embedding representation v̂t as follows:

v̂t = max (0, (P∗)T xt) (20)

where P∗ is the optimal solution of P. Here, the negative entries
of (P∗)T xt are considered as embedding noise. The binary code

Algorithm 1: Learning Efficient Binary Codes From High-
Level Feature Representations

Input: The training data X ∈ Rd×n , the parameters
α, β, γ, η, μ.

Output: The optimal P∗,R∗, and v̄.
Initialization:

Initialize U,V,P,B,R;
1: repeat
2: Update U according to (12);
3: Update V according to (15);
4: Update P according to (17);
5: Update B according to (18);
6: Update R according to (19);
7: until convergence or reaching the maximum number of

iterations.
8: return P∗, R∗, and v̄.

of xt can be obtained by

bt = sgn(R∗(v̂t − v̄)) (21)

where R∗ is the optimal solution of R. Then the hash function
can be defined as

H(xi) = sgn(R∗(max(0, (P∗)T xi)− v̄)). (22)

The whole optimization procedure is summarized in
Algorithm 1.

The objective function in (8) is non-increasing under the up-
dating rules in (12), (15), (17), (18) and (19). In addtion, the
objective is obviously bounded. Therefore, the successive itera-
tion of Algorithm 1 will converge (see Appendix A).

The solution of NMF is nonunique in general. Assume that
we have two matrices Y ∈ Rk×k and Z ∈ Rk×k which meet the
following conditions:

YZ = Ik ,UY ≥ 0,ZV ≥ 0. (23)

We can find that (UY,ZV) is also the solution with the same
residue ‖X−UV‖2F . With the isotropic (orthogonal) con-
straint, the uniqueness of NMF can be given as in the following
proposition.

Proposition 1: With the isotropic constraint 1
n VHVT = Ik

in the NMF, there exist no matrices Y and Z that meet both
(23) and the isotropic constraint 1

n ZVHVT ZT = Ik , except
when Y and Z are permutation matrices, i.e., Y = Q,Z =
QT where QT Q = I, qi,j = 0 or 1.

Proof: Please refer to the proof of Proposition 1 in [58].

F. Complexity Analysis

The updating of U requires O((d + k)kn). The main com-
putational cost in updating V lies in computing RT BH,
which takes O(kn2) to compute it directly. To reduce the

V← V � UT X + α
n (V1n )1T

n + α[RT BH]+ + β[PT X]+ + η
n3 Q1 + η

n V + η
n3 Q2

(UT U)V + (α + β)V + α[RT BH]− + β[PT X]− + η
n2 (V1n )1T

n + η
n2 (VVT )V + η

n4 Q3
(15)
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computational complexity, we turn to computing RT BH as
RT B− 1

n (RT (B1n ))1T
n . The updating of V requires O((d +

k)kn). The updating of P requires O(nd(d + k)). The up-
dating of B takes O((k2 + k)n), which takes the similar
calculating trick as in updating V to reduce the computa-
tional complexity. The computational cost of updating of R
can be reduced to O((k2 + 2k)n) by replacing VHBT with
VBT − 1

n (V1n )(B1n )T . We assume that the number of it-
erations needed for convergence is T . The overall computa-
tional complexity of the proposed method is O(T (d + k)kn).
For space complexity, the proposed approach requires O(d× r)
for storing U, O(d× n) for X, O(r × n) for V, O(k × n) for
B, and O(k × k) for R. We can easily store all the variables
in memory for large-scale image retrieval problem. We can see
that the computational and storage cost is linear to the number
of training samples n.

G. Relationship Between the Proposed Method and Principal
Component Analysis (PCA)

The Principal Component Analysis [59], [60] technology
projects data points X ∈ Rd×n to the k-dimensional sub-
space U ∈ Rd×k , i.e., the principal directions, and obtains k-
dimensional data representations V ∈ Rk×n in the subspace.
The objective function of the PCA method can be defined as

min
U ,V
‖X−UV‖2F . s.t. UT U = Ik . (24)

The objective function in (24) can be transformed into the fol-
lowing objective function:

max
U

Tr (UT XXT U). s.t. UT U = Ik . (25)

The above function is the well-known PCA optimization objec-
tive function, which can be solved by eigenvalue decomposition
of the correlation matrix XXT and output the eigenvectors for
the k largest eigenvalues.

The goals of PCA and NMF are both to find new data repre-
sentations by minimizing the reconstruction error. PCA chooses
to maximize variance among all directions of the projected data.
However, unlike PCA, an isotropic covariance constraint on the
high-level feature representations is induced by the efficient
coding hypothesis in the paper. In addition, PCA requires or-
thogonality of basis U, while the proposed method has no such
constraint.

Compared with the proposed method, there are three main
shortcomings in the PCA based hashing method [16]. First, since
PCA assumes the subspace U to be orthogonal, the number of
desired PCA embeddings or hash bits cannot be greater than
the dimension d of the original input data, i.e., k ≤ d. Second,
the Hamming Accumulated Errors [31] will be accumulated
with the real-value principal components converted into binary
codes as the code length increasing. Third, the variances of
different PCA projected dimensions are different and, as a result,
it is unreasonable to encode the different projected dimensions
with the same number of bits. On the contrary, the proposed
method can generate longer codes whose code lengths can be
larger than the dimension d of the input data, i.e., k > d. In
addition, the Hamming Accumulated Errors can be reduced by

the introduction of the binary quantization error term in the
proposed method.

III. EXPERIMENTS

In this section, we evaluate the proposed method for seman-
tic retrieval task on three multi-label benchmark real-world
datasets including MIRFlickr,1 ADE20K2 and NUS-WIDE,3

and two single-label benchmark real-world datasets including
CIFAR-104 and Tiny-1M [16], [22]. We compare our method
with seven state-of-the-art unsupervised hashing methods for
image retrieval task, including Iterative Quantization (ITQ) [9],
Isotropic Hashing (IsoH) [32], Inductive Hashing on Manifolds
(IMH) [11], Anchor Graph Hashing (AGH) [10], Spectral Hash-
ing (SH) [17], Principal Component Analysis Hashing (PCAH)
[16], and Locality Sensitive Hashing (LSH) [14].

1) Iterative Quantization (ITQ) [9] learns hash codes by min-
imizing the quantization error of mapping PCA-projected
data to vertices of the binary hypercube.

2) Isotropic Hashing (IsoH) [32] learns projection functions
with isotropic variances for different dimensions of PCA-
projected data, where lift and projection (LP) learning
algorithm is adopted to obtain the resulting binary codes.

3) Inductive Hashing on Manifolds (IMH) [11] employs the
intrinsic manifolds structure to learn compact binary em-
beddings, where the t-SNE [61] is utilized to capture the
intrinsic manifolds structure.

4) Anchor Graph Hashing (AGH) [10] extends the traditional
spectral hashing by utilizing anchor graphs to approxi-
mately compute pairwise similarity matrix.

5) Spectral Hashing (SH) [17] learns hash codes through
solving the eigenvectors of the graph Laplacian.

6) Principal Component Analysis Hashing (PCAH) [16]
learns hash codes by maximizing the variance of each
bit.

7) Locality Sensitive Hashing (LSH) [14] utilizes random
linear projections to map real-value input to binary codes.

In addition, we also compare the proposed method with Eu-
clidean distance based retrieval method (L2-scan), which adopts
the original real-value features and Euclidean distance based
similarity metric for image retrieval.

A. Experimental Settings

1) Dataset Settings: The MIRFlickr dataset consists of
25,000 images from the Flickr website with 24 concepts in-
cluding stuffs like sky, flower, beach, and discrete objects like
people, dog and bird. The dataset is randomly split into a col-
lection of 24,000 training images and 1,000 test images. The
ADE20K dataset consists of 20,210 images for training, and
2,000 images for validation. There are a total of 150 semantic
categories in the dataset, which include stuffs like sea, sky, tree,
lake, and discrete objects like people, dog, car. We mix the train-
ing set with the validation set. The data are randomly split into a

1[Online]. Available: http://press.liacs.nl/mirflickr/
2[Online]. Available: http://groups.csail.mit.edu/vision/datasets/ADE20K/
3[Online]. Available: http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
4[Online]. Available: https://www.cs.toronto.edu/ kriz/cifar.html
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collection of 21,210 training images and 1,000 test images. The
NUS-WIDE dataset contains 269,648 images and the associated
81 concepts collected from the Flickr website. We choose the
21 most frequent concepts including a total of 195,834 images
as the groundtruth labels, where each of these concepts contains
at least 5,000 images. We randomly sample 100 images from
each concept as the test queries and the remaining images for
training. The CIFAR-10 dataset consists of 60,000 natural im-
ages grouped into 10 classes with 6,000 images for each class.
Following [9], we randomly sample 1000 images to serve as test
queries and and the remaining images for training. The Tiny-1M
dataset is a subset of the 80M tiny image benchmark5 [62], which
does not include any semantic label. We sample a subset of one
million images to construct the training set and a separate subset
of 2K images as query test [16], [22]. The returned top 5% near-
est neighbors in the training set closest to each query in terms
of the Euclidean distance are considered groundtruth neighbors.
So each query has 50K groundtruth neighbors.

For MIRFlickr, ADE20K and CIFAR-10 datasets, we ex-
tract 320-dimensional GIST features [5] from each image as
the visual feature for image representation. For the NUS-WIDE
dataset, we use the 128-dimensional wavelet texture features
which have been extracted for each image. The global 384-
dimensional GIST descriptors of the images in the Tiny-1M
dataset are publicly available. For all the compared methods,
the features are rescaled to zero mean and unit variance. For
the proposed method, we rescale the range of the features to
[0, 1] along each feature dimension. In the test phase, the re-
trieval images are regarded as the true neighbours if they share
at least two semantic labels with the query for the three multi-
label datasets (MIRFlickr, ADE20K, and NUS-WIDE) and the
same label with the query for single-label dataset CIFAR-10.
The image retrieval performance is evaluated using the Mean
Average Precision (MAP) metric [10], [11]. In addition, we em-
ploy Average Cumulative Gain (ACG) [27], Normalized Dis-
counted Cumulative Gain (NDCG) [27] metrics to evaluate the
Hamming ranking quality. As the computation of MAP is slow
on NUS-WIDE and Tiny-1M datasets, the top-50,000 returned
neighbours are used to evaluate the MAP performance of all
methods.

MAP is defined as the mean of the average precision (AP)
of all queries, where average precision (AP) of top R retrieved
instances is defined as

AP =
1
N

R∑

r=1

P (r)δ(r). (26)

N denotes the number of relevant instances in retrieved set.
P (r) denotes the precision of top r retrieved instances. δ(i) is a
indicator function, i.e., if i-th retrieved instance is a relevant true
neighbor of the given query, δ(i) = 1, and otherwise δ(i) = 0.

For a single query q, ACG is defined as the average
of the similarity levels of the returned data points within

5[Online]. Available: http://groups.csail.mit.edu/vision/TinyImages/

top-p positions:

ACG@p =
1
p

p∑

i=1

ri (27)

where ri is the similarity level of the returned data point at the
i-th position in the ranking list of the query q.

NDCG is a popular ranking measure in the information re-
trieval community, which is defined as

NDCG@p =
1
Z

p∑

i=1

2ri − 1
log(i + 1)

(28)

where Z is normalization factor to ensure the NDCG score for
the correct ranking is one. The final ranking performance is
given by averaging the ACG and NDCG scores of all queries.

The first criterion MAP reflects the change of the percent-
age of retrieved relevant instances with respect to the number
of retrieved instances. The second criterion ACG shows the
precision weighted by the similarity level of each retrieved in-
stance. The third criterion NDCG evaluates the ranking quality
of retrieved instances by giving bigger penalty for the incorrect
higher ranked items.

2) Implementation Details: We initialize U and V as two
random matrices whose elements are uniformly distributed
in the interval (0,1). P can be initialized by (16). R is ini-
tialized as a random orthogonal matrix, and B is initialized
by sgn(RVH). For the proposed method, we empirically set
α = 1, β = 10−2 , γ = 10, η = 107 . The maximum number of
iterations in the following experiments is set to 100. For AGH,
and IMH, 1,000 anchor points are generated by K-means clus-
tering. All experiments are conducted using Matlab 2015a on
a server with Intel(R) Xeon(R) CPU E5-2690@2.90 GHz and
128 G of RAM, running the 64-bit Linux system. We run the
experiments on three multi-label datasets and CIFAR-10 dataset
30 times, while 10 times experiments are conducted for Tiny-1M
by considering the tradeoff between the efficiency and the com-
putation cost. The mean performances over all repetitions are
reported. For each run, we randomly split the datasets into train-
ing and test sets with the datasets setting reported above.

B. Experimental Results and Analyses

In this section, we compare our proposed method with state-
of-the-art hashing methods for multi-label image semantic re-
trieval task.

1) Results on MIRFlickr: The results on MIRFlickr are
shown in Table I. The proposed method performs better than the
compared hashing methods for all cases. The improvement of
the performances can be attributed to the efficient hash codes
learned from the high-level feature representations extraction
via NMF. In addition, the proposed method can surpass L2-
scan, e.g., from 32 bits to 256 bits for MAP and ACG@ 100
metrics and from 64 bits to 256 bits for NDCG@ 100 metric.
The reason is that the proposed method can reduce redundant
information in the original real-value inputs. On the other hand,
it also verifies the effectiveness of the proposed method. With
the increment of the codes length, the performance of the pro-
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TABLE I
RETRIEVAL PERFORMANCE OF DIFFERENT METHODS ON THREE MULTILABEL DATASETS FROM 16 BITS TO 256 BITS

posed method climbs up due to the increasing representative
ability of the resulting binary codes. It is worth noting that the
representative ability of the learned high-level feature represen-
tations will also increase with the increment of the codes length.
However, the performances of PCAH and SH degrade as the
number of bits increases. The main reason is that the eigende-
composition solution in PCAH will make the bit’s discriminative
power lower with longer codes, and the assumption that data are
sampled from a multidimensional uniform distribution in SH
is too restrictive in practice. AGH ultizes a low-rank method
to approximate the adjacency matrix and performs better than
PCAH and SH. The performances of LSH, ITQ, IsoH, and IMH
increase as the increasement of hash bits since the larger hash
bits improve the representative ability of binary codes. How-
ever, they are inferior to the proposed method: LSH is a data
independent method which does not use any information from
the data, ITQ and IsoH resort to a heuristic two-stage approach
including a dimension reduction via PCA stage and a rotation
stage to obtain the binary codes which will make the resulting
binary codes suboptimal, and IMH relies initial anchors selec-
tion which will affect the performance of the resulting binary
codes.

2) Results on ADE20K: The results on ADE20K are
shown in Table I. The retrieval performances of all the methods
on ADE20K are better than MIRFlickr. The main reason is
that the number of images is close while the number of images
with the same category or co-occurrence categories on MIR-
Flickr is larger than ADE20K as shown in Fig. 3. The proposed
method performs better than the baseline hashing methods for
most cases. However, for the NDCG@100 metric at 32 bits,
the proposed method performs slightly inferior to ITQ. This
result can be attributed to the slightly weak representative abil-
ity of the learned 32-dimensional high-level feature represen-
tations (NMF tends to produce sparse factor matrices due to
nonnegativity constraints, and as a result, PCA is more optimal

Fig. 3. Sematic categories histograms on (a) MIRFlickr and (c) ADE20K.
The categories co-occurrence matrix on (b) MIRFlickr and (d) ADE20K.

than NMF in terms of the reconstructed error). ITQ and IsoH
perform better than IMH, PCAH, AGH, SH and LSH in this
dataset, but is still inferior to the proposed method. The ex-
perimental performances in this dataset are similar to those on
MIRFlickr dataset.

3) Results on NUS−WIDE: The results on
NUS−WIDE are shown in Table I. Since the feature
representation of NUS-WIDE is somewhat weak, the per-
formances of all the methods on NUS-WIDE are inferior to
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TABLE II
AVERAGE OFFLINE TRAINING AND THE ONLINE HASHING TIME OF ALL EVALUATED METHODS ON THE THREE MULTILABEL DATASETS

Datasets Methods Times(s) LSH PCAH SH AGH ITQ IsoH IMH Proposed method

MIRFlickr Training time 0.002 0.138 0.760 1.235 7.261 4.429 10.867 129.334
Test time 0.004 0.004 0.137 0.031 0.006 0.006 0.018 0.007

ADE20K Training time 0.004 0.140 0.823 0.668 7.077 4.451 13.585 120.409
Test time 0.004 0.004 0.137 0.024 0.007 0.005 0.014 0.007

NUS-WIDE Training time 0.001 0.069 0.849 5.774 20.532 1.451 14.485 402.644
Test time 0.003 0.003 0.067 0.048 0.005 0.004 0.022 0.005

Fig. 4. MAP versus parameters α, β, γ , and η. (a) β = 10−2 , γ = 10, η = 107 . (b) α = 1, γ = 10, η = 107 . (c) α = 1, β = 10−2 , η = 107 . (d) α = 1, β =
10−2 , γ = 10.

MIRFlickr and ADE20K datasets. Similarity, the proposed
method outperforms state-of-the-art hashing methods for all
cases. The code length of ITQ, IsoH, PCAH, and SH on
NUS-WIDE can’t be greater than the dimension of the original
input data, since they require PCA preprocessing of the input
data at first. LSH performs better than ITQ and IsoH. This
can be because the data distribution tends to the uniform
distribution with large intra-class variation. Therefore, the
manifold assumption will be weakened. The manifold based
hashing methods such as IMH, AGH, PCAH and SH perform
worse than LSH.

C. Comparison of Training and Hashing Time

In order to demonstrate the efficiency of the proposed method,
we list the average offline training time and the online hashing
(encoding) time of different methods on the three datasets in
Table II, where all the comparison hash methods are executed
30 times with randomly generated training and test sets. We
evaluate the average offline training time and the online time of
all these methods with the code length of 256 bits on MIRFlickr
and ADE20K and 128 bits on NUS-WIDE. Note that L2-scan
is not included in Table II, due to the fact that L2-scan utilizes
the original real-value features for image retrieval and doses
not generate hash codes. Although, it needs more training time
to make the proposed algorithm converge than the compared
methods, the online hashing time of the proposed method is less
than SH, AGH and IMH, which verifies the efficiency of the
proposed method.

D. Parameter Sensitivity

There are four parameters in the proposed method, in-
cluding α, β, γ and η in the objective function. We tune the

parameters on MIRFlickr, ADE20K and NUS-WIDE by vary-
ing the value from 10−8 to 108 . For the parameter sensitiv-
ity analysis, we fix the code length to 64 bits. In previous
experiments, we utilize the fixed hyper-parameter configura-
tions (α = 1, β = 10−2 , γ = 10, η = 107). Here, we use the
traditional approach of varying one parameter at a time while
holding the others fixed to investigate the effects of different
parameter settings on the algorithm performance. The experi-
ments are conducted 30 times and the average experimental per-
formances of MAP, ACG@ 100 and ADCG@ 100 are reported
in Figs. 4–6 respectively. From Figs. 4–6, we can observe that
the parameters α, β and γ are more sensitive compared to η.
The reasons are that 1) α controls the quantization error loss
in the offline training phrase which is essential for generating
the resulting hash codes; 2) β and γ control the out-of-sample
extension term which is a critical term for generating the hash
codes of the test samples. More specifically, α controls the
quantization error. It can be observed from Figs. 4(a), 5(a), and
6(a) that as α increases the experimental performances first in-
crease and then decrease. The experimental results demonstrate
that small α [e.g., α ∈ [10−8 , 10−2 ] in Fig. 6(a)] will introduce
large quantization error, while large α [e.g., α ∈ [105 , 108] in
Fig. 6(a)] will affect the balance of all components. β con-
trols the correspondence between the original real-value fea-
tures and the high-level feature representations, where small
values of β (e.g., β ∈ [103 , 108] in Figs. 4–6) can weaken the
correspondence relations between the original real-value fea-
tures and the high-level feature representations, while large β
(e.g., β ∈ [10−8 , 10−2 ] in Figs. 4–6) will affect the balance of the
components in the model. In addition, γ controls the complexity
of the proposed method, where large γ (e.g., β ∈ [102 , 108] in
Figs. 4–6) will lead to under-fitting and small γ can lead to over-
fitting. η can enforce the discrimination of the the high-level
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Fig. 5. ACG@100 versus parameters α, β, γ , and η. (a) β = 10−2 , γ = 10, η = 107 . (b) α = 1, γ = 10, η = 107 . (c) α = 1, β = 10−2 , η = 107 .
(d) α = 1, β = 10−2 , γ = 10.

Fig. 6. NDCG@100 versus parameters α, β, γ , and η. (a) β = 10−2 , γ = 10, η = 107 . (b) α = 1, γ = 10, η = 107 . (c) α = 1, β = 10−2 , η = 107 .
(d) α = 1, β = 10−2 , γ = 10.

Fig. 7. Convergence curves on MIRFlickr, ADE20K, and NUS-WIDE datasets at 256 bits.

feature representations and generate efficient binary codes. η can
be chosen from large values [e.g., γ ∈ [106 , 107 ] in Fig. 6(d)].

E. Convergence Study

The convergence of the iterative update rules in Algorithm 1
can be seen in Appendix A. Here, we also experimentally verify
our analysis. Fig. 7 shows the objective value of the proposed
method along the number of iterations. For each figure, the y-
axis is the objective function value and x-axis is the number of
iterations. It can be seen that the objective function decreases at
each iteration and converges within 100 iterations. The objective
function value is not decreasing smoothly after the third and
the fifth iterations. The reason is that the objective function in
(8) is non-smooth.

F. The Contributions of Different Terms

The overall objective function O(U,V,P,B,R) =
O1(U,V) + αO2(B,R,V) + βO3(V,P) + γO4(P) + ηO5

(V) includes five terms, where {Oi}5i=1 correspond succes-
sively to all the terms in (8). Since the high-level feature
representations learning term O1(U,V), out-of-sample
extension term O3(V,P) + γ1O4(P), and binary codes
generation term O3(B,R,V) are indispensable part of the
proposed model, we include O1(U,V), O3(V,P), O4(P) and
O2(B,R,V) in the baselines defined as follows:

1) B1 : Learning binary codes from O1(U,V) +
αO2(B,R,V) + βO3(V,P) + γO4(P), i.e.,

min
Θ1

O(Θ1) = ||X−UV||2F + α‖B−RVH‖2F

+ β‖V −PT X‖2F + γ‖P‖2F
s.t. RT R = Ik ,B ∈ {−1, 1}k×n

U ≥ 0,V ≥ 0 (29)

where Θ1 = {U,V,P,B,R}.
2) T1 : Decomposing B1 into two separate steps including

O1(U,V) + βO3(V,P) + γO4(P) and O2(B,R,V),
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TABLE III
RETRIEVAL PERFORMANCE OF THE PROPOSED METHOD AND OTHER BASELINES ON THREE MULTILABEL

DATASETS WITH THE MAP, ACG@ 100, AND NDCG@ 100 EVALUATION CRITERIONS AT 256 BITS

Dataset Metric B1 T1 T2 Proposed method

MIRFlickr MAP 0.3320 ± 0.0054 0.3248 ± 0.0055 0.3284 ± 0.0069 0.3362 ± 0.0061
ACG@100 1.2555 ± 0.0330 1.2095 ± 0.0286 1.2338 ± 0.0335 1.2635 ± 0.0241

NDCG@100 0.2081 ± 0.0042 0.2011 ± 0.0040 0.2079 ± 0.0053 0.2089 ± 0.0052
ADE20K MAP 0.4963 ± 0.0072 0.4875 ± 0.0064 0.4913 ± 0.0061 0.4973 ± 0.0073

ACG@100 2.5232 ± 0.0451 2.5105 ± 0.0520 2.5325 ± 0.0410 2.5740 ± 0.0438
NDCG@100 0.1372 ± 0.0046 0.1365 ± 0.0036 0.1392 ± 0.0040 0.1417 ± 0.0040

NUS-WIDE MAP 0.2042 ± 0.0051 0.1929 ± 0.0053 0.1980 ± 0.0058 0.2088 ± 0.0047
ACG@100 1.0071 ± 0.0159 0.9569 ± 0.0177 0.9856 ± 0.0152 1.0216 ± 0.0140

NDCG@100 0.1783 ± 0.0029 0.1678 ± 0.0030 0.1741 ± 0.0026 0.1798 ± 0.0032

i.e.,

min
Θ2

O(Θ2) = ||X−UV||2F + β‖V −PT X‖2F
+ γ‖P‖2F

s.t. U ≥ 0,V ≥ 0 (30)

min
Θ3

O(Θ3) = ‖B−RVH‖2F

s.t. RT R = Ik ,B ∈ {−1, 1}k×n (31)

where Θ2 = {U,V,P} and Θ3 = {B,R}.
3) T2 : Decomposing the whole learning procedure into two

steps including O1(U,V) + βO3(V,P) + γO4(P) +
ηO5(V) and O2(B,R,V), i.e.,

min
Θ4

O(Θ4) = ||X−UV||2F + β‖V −PT X‖2F

+ γ‖P‖2F +
η

2

∥∥∥∥
1
n
VHVT − Ik

∥∥∥∥
2

F

s.t. U ≥ 0,V ≥ 0 (32)

min
Θ5

O(Θ5) = ‖B−RVH‖2F

s.t. RT R = Ik ,B ∈ {−1, 1}k×n (33)

where Θ4 = {U,V,P} and Θ5 = {B,R}.
B1 is the baseline without the isotropic constraint and T1 is the

corresponding two-step extension of B1 . The baseline B1 can be
solved by setting η in Algorithm 1 to zero. We can solve T1 with
two steps. The first step alternatively optimizes U,V, and P
from the subproblem in (30) with the same updating rule as
in (12), (15) and (17) by setting α and η to zero. The second
step alternatively optimizes B and R from the subproblem in
(31) with the same updating rule as in (18) and (19). A similar
optimization procedure can be applied to the T2 . We compare the
proposed method and other three baselines on the three multi-
label datasets with the three evaluation criterions at 256 bits.
The experimental results are shown in Table III. From this table
we can see that the joint optimization methods including B1 and
the proposed method performs better than two-step methods T1
and T2 . It demonstrates that the joint optimization methods can
learn optimal binary codes. The performances of the proposed
method and T2 are consistently better than B1 and T1 . It verifies

that the isotropic variance constraint can improve the binary
codes learning performance. In addition, the performance of
the proposed method is better than the other baselines which
demonstrates that incorporating them into a joint optimization
framework can further improve the experimental performance
for multi-label image retrieval.

G. Single Label Image Semantic Retrieval and
Nearest-Neighbor Retrieval

Besides the experiments on three multi-label datasets, we
also conduct comparison experiments on CIFAR-10 for single-
label image retrieval and Tiny-1M for nearest neighbor retrieval.
We employ the widely used MAP metric in single label image
retrieval task and nearest neighbor retrieval to evaluate the per-
formance of various methods. The experiments are conducted
30 times and 10 times for CIFAR-10 and Tiny-1M respectively.
The average experimental performance of MAP is reported.
The performances of different methods for single-label image
semantic retrieval task are evaluated on CIFAR-10. The experi-
mental results are shown in Table IV.

As we can see in Table IV, the proposed method achieves
the best performance at 512 bits and surpasses the compared
methods. The performances of different methods for nearest-
neighbor retrieval task are evaluated on Tiny-1M. The experi-
mental results are shown in Table V.

From Table V, we can observe that ITQ performs best at
32 bits and 64 bits, IsoH performs best at 128 bits and 256
bits, and LSH performs best at 320 bits and 512 bits. The
proposed method achieves competitive performance with LSH
from 320 bits to 512 bits. Let us make additional observations
about the experiments on three multi-label datasets (MIRFlickr,
ADE20K, and NUS-WIDE), CIFAR-10 and Tiny-1M. The pro-
posed method performs better on the multi-label datasets with
dispersed and complex classes in each image, while ITQ using
PCA to extract low-dimensional feature representations per-
forms well from 32 bits to 256 bits in the following two tasks:
1) the image semantic retrieval on single-label datasets with one
compact class in each image, 2) nearest-neighbor retrieval. The
reason can be that PCA is more optimal than NMF in terms
of the reconstructed error (since NMF tends to produce sparse
factor matrices due to nonnegativity constraints) which will
benefit the single-label image retrieval and nearest-neighbor re-
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TABLE IV
MAP PERFORMANCE OF DIFFERENT METHODS ON CIFAR10 FROM 32 BITS TO 512 BITS

Ours ITQ IsoH IMH AGH LSH PCAH SH L2-scan

32 bits 0.1622 ± 0.0044 0.1737 ± 0.0019 0.1664 ± 0.0023 0.1538 ± 0.0068 0.1497 ± 0.0017 0.1441 ± 0.0046 0.1317 ± 0.0010 0.1342 ± 0.0010 0.1724 ± 0.0022
64 bits 0.1719 ± 0.0042 0.1792 ± 0.0020 0.1720 ± 0.0021 0.1575 ± 0.0052 0.1425 ± 0.0014 0.1564 ± 0.0031 0.1245 ± 0.0008 0.1329 ± 0.0009
128 bits 0.1801 ± 0.0039 0.1840 ± 0.0023 0.1770 ± 0.0021 0.1554 ± 0.0063 0.1372 ± 0.0012 0.1666 ± 0.0036 0.1182 ± 0.0005 0.1304 ± 0.0008

256 bits 0.1866 ± 0.0032 0.1883 ± 0.0023 0.1817 ± 0.0023 0.1556 ± 0.0061 0.1318 ± 0.0009 0.1766 ± 0.0025 0.1132 ± 0.0004 0.1273 ± 0.0008
320 bits 0.1876 ± 0.0031 0.1896 ± 0.0024 0.1832 ± 0.0023 0.1542 ± 0.0065 0.1300 ± 0.0009 0.1793 ± 0.0023 0.1118 ± 0.0004 0.1258 ± 0.0008
512 bits 0.1899 ± 0.0030 – – 0.1538 ± 0.0068 0.1270 ± 0.0008 0.1827 ± 0.0025 – –

TABLE V
MAP PERFORMANCE OF DIFFERENT METHODS ON TINY1M FROM 32 BITS TO 512 BITS

Ours ITQ IsoH IMH AGH LSH PCAH SH

32 bits 0.1802 ± 0.0059 0.3184 ± 0.0044 0.3008 ± 0.0058 0.1049 ± 0.0019 0.2877 ± 0.0039 0.2029 ± 0.0085 0.1367 ± 0.0005 0.1606 ± 0.0017
64 bits 0.2223 ± 0.0040 0.3477 ± 0.0044 0.3383 ± 0.0044 0.1049 ± 0.0042 0.2951 ± 0.0026 0.2633 ± 0.0042 0.1199 ± 0.0005 0.1799 ± 0.0020
128 bits 0.3055 ± 0.0061 0.3635 ± 0.0051 0.3689 ± 0.0044 0.1054 ± 0.0026 0.2857 ± 0.0021 0.3244 ± 0.0101 0.1030 ± 0.0003 0.2124 ± 0.0013
256 bits 0.3676 ± 0.0008 0.3721 ± 0.0053 0.3932 ± 0.0035 0.1059 ± 0.0015 0.2616 ± 0.0014 0.3738 ± 0.0075 0.0872 ± 0.0001 0.2280 ± 0.0016
320 bits 0.3940 ± 0.0014 0.3779 ± 0.0052 0.1151 ± 0.0004 0.1052 ± 0.0012 0.2432 ± 0.0009 0.3942 ± 0.0098 0.0791 ± 0.0001 0.2242 ± 0.0016
512 bits 0.4069 ± 0.0037 – – 0.1058 ± 0.0038 0.2290 ± 0.0008 0.4073 ± 0.0038 – –

trieval, whereas NMF can provide a better characterization of
the intra-latent information (data-driven latent attributes, e.g.,
clusterings) which will benefit uncovering the common latent
structure shared by multi-label images.

H. Discussion

This paper has considered the problem of learning efficient
hash codes from high-level feature representations. The basic
idea behind the proposed method is that the extracted high-level
feature representations should capture the intra-latent structure
of data and the resulting hash codes learned from the high-level
feature representations are expected to be efficient (bits balance
and bits independence constraints are satisfied). In designing
the proposed method, we explore a joint NMF optimization
framework to learn the high-level feature representations and
efficient hash codes.

Compared to existing methods, the proposed method has
several advantages. The data independent hashing methods
(e.g. LSH) require relatively long hash codes to produce good
performance, which will lead to longer query time as well as a
larger storage cost than would otherwise be necessary. Different
from the data independent hashing methods, the proposed
method can generate compact binary codes which will lead to
faster query time with fewer memory cost. The manifold-based
hashing methods (e.g. IMH, AGH, PCAH, SH, IsoH and ITQ)
widely adopt non-linear or linear manifold assumption that
semantic similar samples tend to lie on a low-dimensional
manifold. For muti-label with dispersed and complex classes
in each image, the manifold assumption will be weakened
due to the large intra-class variation. Different from nonlinear
manifold-based hashing methods, we do not need to make any
assumption about the data distributions except the nonnega-
tivity of the input data and data-driven latent attributes (e.g.,
inherent clustering property) of the data can be mined via NMF
which make our method more suitable to perform complex

(multi-label) image retrieval. In addition, It is worth noting that
ITQ and IsoH utilize two separate steps to learn hash functions,
which will lead to suboptimal binary codes. On the contrary,
the proposed method adopts a joint optimization framework for
learning hashing functions, which can generate optimal binary
codes. Therefore, the proposed method outperforms previous
work for multi-label image semantic retrieval task.

In consideration of computational and memory cost, the ge-
ometrical structure of the data space is not exploited in the
proposed method. As a result, it would be helpful to explic-
itly model such information by constructing a nearest neighbor
graph to further improve the performance. In addition, consid-
ering reducing model complexity, we utilize single-layer NMF
(factorizing the inputs into two factors) in the paper. However,
the deep multi-layer NMF can generate more informational
high-level representations as in [55]. It is promising to incorpo-
rate the deep multi-layer NMF structure into the model to learn
higher-level representations. In order to reduce human labor, we
introduce a novel method for completely unsupervised hashing
learning. However, the performance is not satisfactory for some
practical applications. Therefore, label information can be uti-
lized to further improve the image retrieval performance.

IV. CONCLUSION

In this paper, we propose an effective unsupervised hash-
ing to learn efficient binary codes using NMF. The inspirations
for this work lie in that NMF can produce high-level feature
representations, and the higher-level features are expected to
generate effective and efficient hash codes. However, directly
applying NMF to generate hash codes will result in two prob-
lems: 1) the solution of NMF problem is in general not unique;
2) there is no straightforward extension scheme for computing
high-level feature representations of inputs in the test set. There-
fore, we introduce three terms into our model, i.e., a high-level
feature representations learning term to learn high-level feature
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representations, an efficient binary code learning term to learn
efficient binary codes while ensuring that similar (visually or se-
mantically) high-level feature representations should be mapped
to similar binary codes, and an out-of-sample extension term to
facilitate the encoding of new samples. To solve the non-convex
and non-smooth problem, an efficient optimization algorithm
is developed which can decrease quantization loss and guaran-
tee the convergence of the proposed algorithm in theory. Ex-
tensive experimental results on several benchmark real-world
image datasets demonstrate the effectiveness of the proposed
method.

APPENDIX A
PROOFS OF CONVERGENCE

In order to prove the convergence of our proposed algorithm,
we only need to prove that the objective value decreases in the
alternate iteration procedure, i.e.,

O(Ut−1,Vt−1,Pt−1,Bt−1,Rt−1)≥
O(Ut ,Vt−1 ,Pt−1 ,Bt−1 ,Rt−1)≥

O(Ut ,Vt ,Pt−1 ,Bt−1 ,Rt−1)≥ · · ·O(Ut,Vt,Pt,Bt,Rt).
(34)

The main difficulty in proving the convergence lies in the proofs
of the first two inequalities. We choose to prove the second in-
equality, since the proofs of the first two inequalities are similar.
The proofs of the other inequalities are omitted because they are
well-known. We use an auxiliary function similar to that in [49],
[57]. The definition of auxiliary function is given as follows:

Definition 1: [49] G(h, ĥ) is an auxiliary function for F (h)
if the conditions

G(h, ĥ) ≥ F (h), G(h, h) = F (h) (35)

are satisfied.
Lemma 1 ([49]): If G is an auxiliary function, then F is

nonincreasing under the update

h(t+1) = arg max
h

G(h, h(t)). (36)

Proof: F (h(t+1)) ≤ G(h(t+1) , h(t)) ≤ G(h(t) , h(t)) =
F (h(t)). �

Considering any element vij in V, Fij is used to denote
the part of O, which is only relevant to vij . By defining the
appropriate auxiliary function G(v, vt

ij ) for Fij , the updating
rule in (15) easily follows (36). The first-order and second-order
derivatives of Fij with respect to vij are shown as follows:

F ′ij =
(

∂O

∂V

)

ij

=
(
− 2UT X + 2UT UV + 2αVH

− 2αRT BH + 2βV − 2βPT X

+
2η

n2 VHVT VH− 2η

n
VH

)

ij

(37)

F ′′ij = 2(UT U)ii + 2αhjj + 2β

+
2η

n2

(
(VHVT )iihjj + (VH)2

ii − nhjj

)
. (38)

Lemma 2: Function

G
(
v, v

(t)
ij

)
= Fij

(
v

(t)
ij

)
+ F ′ij

(
v

(t)
ij

)(
v − vt

ij

)
+

(
v − vt

ij

)2 ·
((UT U)V + (α + β)V + α[RT BH]−

+ β[PT X]− +
η

n2 VVT V +
η

n2 (V1n )1T
n

+
η

n4 (V1n )
(
(V1n )T V1n

)
1T

n )ij /vt
ij . (39)

is an auxiliary function for Fij (v).
Proof: Since G(v, v) = Fij (v) is obvious, we need only ver-

ify that G(v, v
(t)
ij ) ≥ Fij (v). To verify this, we compare the

Taylor series expansion of Fij (v)

Fij (v) = Fij

(
v

(t)
ij

)
+ F ′ij

(
v

(t)
ij

)(
v − v

(t)
ij

)
+

(
v − v

(t)
ij

)2 ·
(

(UT U)ii + αhjj + β

+
η

n2 ((VHVT )iihjj + (VH)2
ii − nhjj )

)
(40)

with (39). We can have the following inequalities:

(UT UV)ij =
k∑

l=1

(UT U)ilv
(t)
lj ≥ (UT U)iiv

(t)
ij (41)

αvij ≥ αhjj v
(t)
ij (42)

α([RT BH]−)ij ≥ 0, β([PT X]−)ij ≥ 0 (43)

(VVT V)ij

+
1
n2

(
(V1n )

(
(V1n )T V1n

)
1T

n

)

ij
+

(
(V1n )1T

n

)
ij

=
n∑

l=1

(VVT )ilvlj +
1
n2

n∑

l=1

vil

(
1n1T

n VT V1n1T
n

)
lj +

n∑

l=1

vil

≥
(

(VVT )ii +
1
n2

(
1n1T

n VT V1n1T
n

)
jj + 1

)
vij

= (VVT )iiv
(t)
ij +

1
n2 v

(t)
ij 1T

n VT V1n + v
(t)
ij

≥ (
(VHVT )iihjj + (VH)2ii − nhjj

)
v

(t)
ij (44)

where the second inequality in (44) holds because of the condi-
tion 1

n (VHVT )ii = 1, and

(VH)2ii =
(
V − 1

n
V1n1T

n

)2

ii

= v2
ii −

2
n

n∑

l=1

vil +
1
n2

(
n∑

l=1

vil

)2

≤ v2
ii +

1
n2

(
n∑

l=1

vil

)2

≤ (VVT )ii +
1
n2 1T

n VT V1n .

(45)

Thus the inequality G(v, v
(t)
ij ) ≥ Fij (v) holds. �

Replacing G(v, v
(t)
ij ) in (36) by (39) and setting the derivation

of G(v, v
(t)
ij ) with respect to v to zero result in the following
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update rule:

v
(t+1)
ij

= v
(t)
ij − v

(t)
ij F ′ij

(
v

(t)
ij

)
/

(
(UT U)V + (α + β)V

+ α[RT BH]− + β[PT X]−

+
η

n2 (VVT )V +
η

n2 (V1n )1T
n

+
η

n4 (V1n)((V1n)T V1n)1T
n

)

ij

. (46)

By simple algebra manipulations, we can have the same updat-
ing rule as in (15). Since G(v, v

(t)
ij ) is an auxiliary function,

Fij (v) is nonincreasing under the updating rule in (15). The
other inequalities in (34) hold under the corresponding updat-
ing rules. The convergence of the proposed method is proved.
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