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Weakly Supervised Part Proposal Segmentation
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Abstract— Weakly supervised local part segmentation is chal-
lenging, due to the difficulty of modeling multiple local parts
from image level prior. In this paper, we propose a new weakly
supervised local part proposal segmentation method based on
the observation that local parts will keep fixed along the object
pose variations. Hence, the local part can be segmented by
capturing object pose variations. Based on such observation,
a new local part proposal segmentation model is proposed.
Three aspects, such as shape similarity-based cosegmentation,
shape matching-based part detection and segmentation, and
graph matching-based part assignment are considered. A part
segmentation energy function is first proposed. Four terms,
such as MRF-based single image segmentation term, shape
feature-based foreground consistency term, NCuts-based part
segmentation term, and two-order graphs matching based part
consistency term, are contained. Then, a three sub-minimization-
based energy minimization method is proposed to accomplish
approximation solution. Finally, we verify our method based
on three image data sets (PASCAL VOC 2008 Part data set,
UCB Bird data set, and Cat-Dog data set), and one video data
set (UCF Sports) data set. The experimental results demonstrate
a better segmentation performance compared with the existing
object cosegmentation and part proposal generation methods.

Index Terms— Part segmentation, cosegmentation, shape
matching, graph matching, NCuts.

I. INTRODUCTION

THE existing image segmentation methods paid much
attention on object segmentation that segments object

region from images [1]–[3], while the detailed local part
regions are ignored. Note that many computer vision tasks rely
on local information analysis where the part segmentation is
an essential step, such as the fined bird image classification
that uses the appearances of local parts to distinguish the bird
subspecies [4].

Recently, a few of researchers have paid attention on local
part segmentation [4]–[7], where the multiple local parts and
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Fig. 1. An explanation of part level segmentation using weak priors, which
is the input and output of the proposed method.

their structures instead of object are segmented. Compared
with object segmentation, it needs to handle multiple part pri-
ors and their spatial structures, and thus is a more difficult task.

The existing local part segmentation methods mainly focus
on supervised manner that learns each part prior from accurate
training data [5]–[7]. Successful part segmentation can be
achieved by the careful prior learning and segmentation model
design. However, pixel-level training data is generally not
available in many applications, while the rough priors such
as image tags often appear. An example is shown in Fig. 1,
where the image level tags can be easily provided by user.
In such case, the problem changes to segment multiple part
from images with tag priors, which is weakly supervised part
segmentation problem.

The challenge of weakly supervised part segmentation is
how to define semantic local part from weak priors. In other
words, the initial priors are so rough that it is difficult to
generate part priors. A feasible solution is local part proposal
generation, i.e., using a set of sufficient local part proposals to
provide local parts [4]. However, there still lacks a useful cue
to capture part regions. Fortunately, it is observed that local
parts will keep fixed among object variations. Hence, local
parts can be defined as the regions that keep fixed among the
variations. An example is shown in Fig. 1, where the “head”
region keeps fixed among “Cat” images, and is set as a local
part, while the region containing “head” and “body” varies
among the images, and is treated as local region instead. By the
definition, we can obtain part proposals by shape matching.

Based on such observation, we propose a weakly supervised
part proposal segmentation model. Given multiple images
related to an object, with the assumption that the object is
contained in each image, we aim at segmenting local part
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Fig. 2. The example of original region pairs and their correspondence matching. (a)(b): the original region pairs. (c): the matching results. (d): the corresponding
pixels on the boundary by [8]. It is seen that local parts keep fixed along the shape variation, such as the “head” that have same pixel shifts.

proposals from the images by measuring pose variations.
Our part proposal segmentation problem is formulated as a
L label assignment task. An energy function is designed to
measure the label assignment by four terms: the single image
segmentation term, the object region consistency term, the part
consistency term, and the global part structure consistency
term. The first two terms are to enforce the foreground to be
common objects. The third term is to constraint the consistency
of parts, which is formulated by capturing shape variations,
as shown in Fig. 2. The fourth term is to enforce the similarity
of part structure. Based on the energy, the part segmentation
is accomplished by the energy minimization, which is solved
by three sub-minimization problems, such as cosegmentation
problem by object proposals and shortest path searching, part
generation problem by shape context matching and NCuts, and
part label matching problem by two order graph matching.
We verify our method on both the image and video data
sets. The experimental results demonstrate that our method
obtains better IOU values than several state-of-the-art object
segmentation and part segmentation methods.

Our contributions are listed as follows.

• It is a weak part proposal generation method by capturing
pose variation among objects, which can obtain better part
segmentation.

• A new segmentation model is proposed by including
cosegmentation, part segmentation, and part label match-
ing, which can segment local part proposals from multiple
images.

The paper is organized as follows. We present related work
in Section II. The proposed method, including energy design,
energy minimization, and detailed algorithm is introduced in
Section III. Section IV displays the results of our method and
the comparison methods. We finally draw the conclusion in
Section V.

II. RELATED WORK

Image segmentation is a clustering process that clusters pix-
els into semantic regions. The existing segmentation methods
can be classified into superpixel level segmentation, object
level segmentation, and part level segmentation according to
the semantic level of segmentation targets.

A. Superpixel Level Segmentation

Superpixel level segmentation is unsupervised manner that
automatically clusters pixels into a set of local smooth regions.

The similarities among adjacent pixels are employed to guide
clustering. The typical methods are spectral clustering based
NCuts segmentation [9], Mean-shift clustering based seg-
mentation [10], edge clustering based UCM superpixel [11],
and K-means clustering based SLIC method [12]. Because
the number of superpixels are much smaller than pixels,
superpixel is mainly used to take place of the pixels in practice
applications in order to release the computational burden.
However, since the similarities among neighboring pixels are
not sufficient to provide semantic priors, the superpixels are
not semantic regions.

B. Object Level Segmentation

Another important research branch is the object level seg-
mentation, which aims at extracting semantic object regions.
The object prior is needed in such segmentation, which is
generally learned from two types of training data: the pixel-
level training data, and the image-level training data. The first
type of data is accurate, and results in the good segmentation,
such as the recent CNN learning based specific object segmen-
tation and objectness evaluation based general object proposal
generation [13]–[16]. Meanwhile, it is hard to provide this type
of data, since the training data is obtained by either manually
drawing or using interactive image segmentation [17], [18],
which are very time-consuming for large scale of images.

Compared with pixel-level training data, the image-level
training data is easier to obtain, which is called weakly super-
vised segmentation [19], [20]. The main idea is to learn the
prior from the similar regions among multiple relevant images.
There are usually two steps: similar region matching, and
object prior learning, which are iteratively performed until the
convergence. In general, the two steps are formulated in a CRF
segmentation framework that is usually minimized by EM
algorithm with α-expansion algorithm. Note that object level
segmentation focus on the whole object region segmentation,
which ignores the semantic local part segmentation.

By seeing the discrimination ability of local region
and their spatial structure in object region representation,
Zhang et al. in [21] propose an excellent weakly-supervised
semantic segmentation framework by exploiting spatial struc-
ture cue from image-level labels. In the framework, the local
regions are first represented by graphlets structure [22]. Then,
three cues such as image level label, global spatial layout and
geometric context are combined in the manifold embedding
to discover the discriminative spatial structure. Based on
the results of manifold embedding, normalized cut based
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segmentation is finally employed to obtain the semantic
regions. Zhang et al. further extend the framework by con-
sidering feature contributions and object region relationships
in [23]. Patch alignment and Bayesian network are used, and
better results are obtained. The framework by Zhang et al.
shows the usefulness of spatial structure in capturing local
region relationships. Meanwhile, our method is different from
the method by Zhang et al. The main difference is that our
targets are the local part proposal regions, while the targets
of the methods [21], [23] are the semantic object regions.
Therefore, they are still object-level segmentation rather than
part-level segmentation.

C. Part Level Segmentation

Local part and their structure have been widely used in
many high-level object detection, recognition and understand-
ing tasks. In the part level segmentation, two aspects need
to be considered: learning the multiple part prior models,
and measuring the part relationships, which makes the part
level segmentation more difficult than object level segmen-
tation. The existing part segmentation methods focus on
supervised manner, i.e., learning the part prior models and
part structure from accurate training data, and then apply-
ing them to accomplish part segmentation. For example,
Luo et al. [5] propose a Deep Decompositional Network
to segment local parts of pedestrian. Three layers such as
occlusion estimation layers, completion layers, and decom-
position layers are carefully designed to directly obtain the
label map. Wang and Yuille [6] propose a semantic part
segmentation model by using compositional model to describe
the relationships among parts. The latent SVM is employed to
learn the parameters of the model and is used to accomplish
the model inference with the dynamic programming. The
results show an improvement compared with object level
segmentation methods. Wang et al. [7] intend to obtain both
the object and part segmentation with the concept of semantic
compositional parts (SCP). The segmentation is performed in
a novel fully connected conditional random field model with
the SCP potentials learned from FCN network. Note that these
methods rely on the accurate learning of the part prior models
and part structures, which are fully supervised methods.

Recently, Krause et al. [4] try to automatically generate
part annotations by only given the bounding box of the
object. Compared with the above fully supervised methods,
it is weakly supervised manner. The method first performs
cosegmentation to obtain the object regions, and then align
them to generate the parts. However, since it is difficult
to determine the part regions without any part annotations,
the method instead generates diverse set of part candidate by
random sampling, which expects to be remedied by learning
the discriminative parts in the following object recognition
tasks. Here, we try to generate the part proposals by capturing
the pose variations.

D. Cosegmentation

Another related work is cosegmentation, which assumes that
a common object is contained in each image, and segments

object by extracting similar regions among images. Although
many cosegmentation methods have been proposed, such as
single class cosegmentation [24], [25], multiple class coseg-
mentation [26], [27], multiple group cosegmentation [28],
noise image based cosegmentation, and RGBD cosegmenta-
tion [29], these methods focus on object region segmentation,
which are not part level segmentation. Compared with coseg-
mentation, our method tries to obtain local part regions, which
is a more detailed and difficult task.

III. THE PROPOSED METHOD

In this section, we introduce our method by first illustrat-
ing the label assignment based problem formulation. Then,
our energy function consisting of four terms are introduced.
Finally, the model minimization is presented based on three
sub-minimization problems: cosegmentation, part generation,
and part assignment.

A. The Problem Formulation

Given multiple images I = {I1, · · · , In} with number n,
a common object is contained in each image Ii . We denote
the object regions as S = {S1, · · · , Sn}. Each object region
Si consists of N local parts, i.e., Si = {Pi1, · · · , Pi N }. Based
on the assumption that the object and their parts are similar
among images, our task is to obtain the object part set S from
the multiple images according to their similarity consistency
and shape variations. For simplicity, we assume the images
have the same size with the same number of pixels m.

We formulate the part-level segmentation problem as
label assignment problems. Specifically, denoting C =
{C0, C1, · · · , CN } as the background label and the part labels,
every pixel pik in each image Ii is assigned a label lik ∈ C that
represents its part classes. By denoting Li = {li1, · · · , lim } as
the label set for Ii , and L = {L1, · · · , Ln} as the label set
of all images, we formulate the part segmentation problem
by searching L∗ ∈ �L that best fits the semantic part
segmentation, which can be represented as

L∗ = arg min
L∈�L

E(L) (1)

where �L is the domain of L, E(L) is the energy function
measuring the fitness between L and image regions. A small
energy function indicates a good label assignment.

There are two challenges in modeling (1): the design of
energy E(L), and the energy minimization. One the one hand,
the energy E designed from weak image level tags should
efficiently evaluate the fitness between L and semantic parts.
On the other hand, easy minimization can be deduced from the
energy to obtain global or approximation solution. Here, our
energy is designed from shape matching by four terms: sin-
gle image segmentation, multiple image cosegmentation, part
consistency and part structure consistency. The energy mini-
mization is accomplished by three sub-optimization problem:
cosegmentation minimization, NCuts minimization and graph
matching minimization. We next detail our energy design and
the corresponding energy minimization, respectively.
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Fig. 3. An illustration of our energy design. There are four terms, i.e., single image segmentation Es , multiple image cosegmentation Ec, part consistency
E p and part structure consistency Eh , respectively.

B. The Energy Function Design

Our energy function is designed by four terms, which can
be represented as:

E = Es + Ec + E p + Eh (2)

where Es is the segmentation evaluation in each image,
which makes the foreground to be different from the back-
ground. Ec is the cosegmentation evaluation, which measures
the similarity among foregrounds, and constraints the object
region to be similar. The first two terms can be concluded as
cosegmentation terms. E p is the part consistency evaluation
among images, which enforces the similarity of parts. Eh is
the part structure consistency, which measures the consistency
of part structure. Fig. 3 displays an example to illustrate our
energy design. Note that the last two terms are related to part,
and we name them as part terms.

1) Es: We design Es by pixel consistency of the foreground
and background, which is the classical energy of single image
segmentation model. Here, Markov Random Field segmenta-
tion model is employed for Es . Given an image Ik and its
label set Lk , the background pixels and foreground pixels are
denoted as Bk = {pik |lki = C0} and Fk = {pki |lki �= C0},
where lki is the label of pixel pki . Then, we evaluate the label
Lk by the data term and pairwise term, which is represented
by

Es
k =

∑

pki ∈�k

[
P(pki |θkF )δ(lki �= C0)

+ P(pki |θk B)δ(lki = C0)

]

+
∑

(pki ,pkj )∈N
wsk(pki , pkj )δ(lki �= lkj ) (3)

where Es
k is the energy for image Ik , �k is the pixel domain

of image Ik , θkF and θk B are parameters of the foreground
and background models, which is learned from Fk and Bk

by Mixture Gaussian Model. P(pki |θkF ) is the probability of
pixel pki under foreground model. A large value indicates a
good consistency of the pixel and the region. δ(·) = 1 if ·
is true. Otherwise, it is zero. The first term is also known
as data term. wks is the similarity matrix of pixels in each
single image Ii . N is the 3 × 3 neighboring relationship.

The second term (pairwise term) punishes the label changes
among neighboring pixel unless there are very large color
variations.

Based on (3), we define Es as the sum of Esk for all images,
which can be represented as

Es =
n∑

k=1

exp(−Es
k) (4)

2) Ec: We use Ec to enforce the foreground similar among
images, which is the global term in cosegmentation. Given
a pair of images Ik and Ir , and their labels are Lk and Lr ,
we first obtain the foreground regions Fk and Fr from the
images by the labels. Then, we define the foreground similarity
of Ik and Ir by

Ec
kr = d( f (Fk), f (Fr )) (5)

where f is the feature extraction function of region, d is the
Euclidean distance between the features. Similar features have
small value of Ec

kr . Here, we use shape context feature [8] as
f in order to capture the mid-level features. It is seen that Ec

kr
forces the foreground to be similar in shape.

By considering the multiple images, we define Ec by
summing up Ec

kr of all image pairs, which is represented as

Ec =
n∑

k=1

n∑

r=1

Ec
kr =

n∑

k=1

n∑

r=1

d( f (Fk), f (Fr )) (6)

3) E p: E p is to evaluate the part consistency, which is
defined by the assumption that there are pixel level matching
between image pairs (Ik, Ir ). A matching example is shown
in Fig. 4, where the match is performed based on the shape
variation matching, and each pixel in Ik (the first image) has
a match pixel in Ir (the second image). Based on the match,
the label energy E p

kr for Ik and Ir is defined by:

E p
kr = −

∑

pi∈�k

δ(li = l̃i )

+
∑

(pi ,p j )∈Nk

Ncut (d(�(pi ),�(p j ))) · δ(li �= l j ) (7)

where, li ∈ Lk is the label of pi ∈ Ik , p̃i ∈ Ir is the match
pixel of pi and l̃i ∈ Lr is its label, �(pi ) is the shift vector
of pi defined as v(pi ) − v( p̃i ), where v(p) = (x p, yp) is the
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Fig. 4. An examples of the region matching. (a)(b): Two images containing the region of object “Cow”. Each pixel in the first object region has a matched
pixel in the second object region, as the lines in the images. Based on the matching, the pixels within a part region have the same matching shifts, while the
pixels of different part regions have very large shift, as shown in (c).

Fig. 5. Some examples of the shift maps obtained by our method. The shift
value is represented by the color. It is seen that the color of the parts are
different, which demonstrates the effectiveness of our method.

vector of p based on its location. It describes the shift of pixel
pi as shown in Fig. 4(c). By considering the shift vectors of
all pixels in Ik , we can obtain a shift map Ms , where the value
of each pixel is the shift vector, i.e., Ms (pi) = �(pi ). Fig. 5
displays some shift maps, where five original images and their
shift maps are shown. It is seen that shift map distinguishes
the local parts in these images, which guarantees the following
part proposal generation.

In the last term of (7), d(�(pi),�(p j )) is the distance
between the shift vectors, which describes the matching shift
consistency between image pairs. Large value indicates a large
change of shift, and corresponds to the border of part regions.
Ncut (d(�(pi ),�(p j ))) is the cutting evaluation among dif-
ferent label regions δ(li �= l j ), which prefers to segment
local parts along the large variations of d(�(pi),�(p j )).
We formulate it as the Normalized cut defined in [9]. It is
seen that because the part always keeps fixed among images,
pixels within one part have similar �. Meanwhile, the pixels
with different part have large differences of � due to the pose
variation. Hence, the second term aims at dividing object along
with pixels with large changes of �.

In (7), the first term is the number of the matched pixels
with the same labels. Larger value of this term indicates a
good part consistency. The second term is the cost by labelling
neighboring pixels. It enforces the label to be consistency
among neighboring pixels. Once there is label change, it hopes
to have large matching shifts, i.e., they come from different
parts. It is seen that the two terms in (7) are similar to the
data term and pairwise term in MRF segmentation. However,
the first term is based on the part matching, which is a global
cue. Furthermore, the second term is based on the matching
shift, which is different from the pixel color variations. Hence,

Fig. 6. An example to illustrate the fourth term Eh of part structure
consistency. g is the part relationship by the spatial distance, and d is the
part structure consistency evaluation, which is based on the relationships of
all part pairs.

the regions can be segmented into several segments even if the
pixels have same colors.

Based on (7), we set the energy function E p by considering
all image pairs, i.e.,

E p =
∑

k∈�

∑

r∈�

[
−

∑

pi∈�k

δ(li = l̃i )

+
∑

(pi ,p j )∈N
Ncut (d(�r (pi),�

r (p j )) · δ(li �= l j )

]

(8)

where �r (pi) is the matching shift vector of pi ∈ Ik based
on image Ir .

4) Eh: Eh evaluates the part structure consistency. We con-
sider two aspects: part spatial relationship, and the relationship
consistency. Given an image pair (Ik, Ir ) with labels (Lk, Lr ),
Eh

kr is defined as,

Eh
kr =

n∑

i=1

n∑

j=1

d(g(Sk
i , Sk

j ), g(Sr
i , Sr

j )) (9)

where Sk
i is the region of label Li in image Ik , g(Sk

i , Sk
j ) is the

spatial relationship between the i th and j th regions in image
Ik , which is represented by function g. d(g(Sk

i , Sk
j ), g(Sr

i , Sr
j ))

is the distance between a pair of relationships, which measure
the consistency of part pair matching. An example is shown
in Fig. 6. The final structure consistency is the sum of all part
pairs.
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By considering all image pairs, Eh is defined as

Eh =
n∑

k=1

n∑

r=1

[ m∑

i=1

m∑

j=1

d(g(Sk
i , Sk

j ), g(Sr
i , Sr

j ))

]
(10)

It is seen that formula (9) is the consistency of part spatial
relationships (“Head”-“Body” to “Head”-“Body”), which is
the second order matching. Note that the first term in (7) is
the part similarity (“Head” to “Head”), which is the first order
matching. Hence, by combing the two terms, it is a two-order
graph matching problem. Only the labels with similar features
among the same label region and the same spatial structure in
terms of high-order graph matching will lead to small values.

By introducing the terms (4), (6), (8), and (10) into (2),
we obtain the final energy function. We next introduce the
energy minimization.

C. The Energy Function Minimization

Because our energy contains nonlinear terms such as Ec,
and is also formed by many sums of multiple images, it is
difficult to globally minimize the energy. Instead, we pursue
approximate solution by diving original problem into three
sub-minimization problems, i.e., cosegmentation problem, part
generation problem and region matching problems.

1) Cosegmentation Problem: We combine the first two
terms Es and Ec to form the cosegmentation problem, which
can be represented as:

EC = Es + Ec

=
∑

i∈�

Esi +
∑

(i, j )∈�×�

d( f (Fi ), f (Fj )) (11)

This is classical cosegmentation problem, but with diffi-
cult shape similarity constraints. Here, we use the strategy
in [30], [31] for the minimization. The main idea is to first
consider all the segments that satisfying the first term Es by
object proposals, and then select regions that best satisfying
Es to be the final results. The minimizing of the second term
can be solved by using a fully connected graph to repre-
sent the relationships of the proposals, and then performing
the belief propagation on the graph to score the common
regions, as used in [31]. By considering the computational
cost of the fully connected graph, we only construct the graph
based on neighboring images, and achieve the common object
segmentation by dynamic programming [30]. In our method,
the object proposals are generated by [32]. Since it obtains the
bounding boxes rather than regions, we perform Grabcut on
the bounding boxes to obtain region proposals. In the graph
generation, shape feature in [8] is used for the edge weight
calculation.

2) Part Generation Problem: We treat the second term in
E p as the part generation sub problem, which is represented
as

E P =
∑

k∈�

∑

r∈�

[ ∑

(pi ,p j )∈Nk

Ncut (d(�r (pi),�
r (p j ))

·δ(li �= l j )

]
(12)

Algorithm 1 Weakly Supervised Local Part Segmentation

=
∑

k∈�

[ ∑

(pi ,p j )∈Nk

∑

r∈�

Ncut (d(�r (pi),�
r (p j ))

·δ(li �= l j )

]
(13)

To solve this problem, we divide the problem into many sub-
problems based on each image, and forms the sub-problem as,

l∗ = arg min
l

[ ∑

(pi ,p j )∈Nk

Ncut (d(�(pi ),�(p j )) · δ(li �= l j )

]

(14)
where �(pi) = 1

n

∑n
r=1 �r (pi ) is the average shift of all

images. In other words, because there are multiple images,
and each image will result in a shift map, we average these
shift maps to form the final one. It is seen that the sub-
problem in (14) is the classical normalized cut segmentation
problem with the part number n, which can be solved by
spectral techniques. Based on (14), we minimize (12) by
solving these sub-problems in (14) one by one.
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Fig. 7. Our part proposal segmentation results on PASCAL 2008 part datasets by setting Ns = 4 and various number of local part N . The original image is
shown in the first row. The segmentation results with N = 3 to 8 are displayed from the second row to the seventh row, respectively. The bottom row shows
the results by N = 1, which are the cosegmentation results.

3) Local Part Matching: The third step is to combine the
first term in (8) and (10), and forms a two order graph
matching problem, which is represented as

l∗ = arg min
l

∑

k∈�

∑

r∈�

[
−

∑

pi ∈�k

δ(li = l̃i )

+
n∑

k=1

n∑

r=1

[ m∑

i=1

m∑

j=1

d(g(Sk
i , Sk

j ), g(Sr
i , Sr

j ))

]
(15)

and is equal to the problem as

l = arg max
l∗

∑

(k,r)

∑
(i, j )∈m Mkr

1 (i, j)
∑

(i, j ) |Mk
2 (i, j) − Mr

2 (i, j)| (16)

where Mkr
1 (i, j) is the matching scores between the labels li

and l j , which is based on the matching of image pairs (Ik, Ir ),
and is defined as

Mkr
1 (i, j) =

∑
p∈lk

i
δ(p′ ∈ lr

j )

Nlp
(17)

where lk
i is the pixels of Ik in the region li , p′ ∈ Ir is the

matched pixel of p ∈ lk
i , Nlp is the number of pixels in lk

i .

Meanwhile, Mk
2 (i, j) is the spatial distance between region

pair (Si , Sj ) in image Ik , and |Mk
2 (i, j)− Mr

2(i, j)| is the spa-
tial relationship consistency evaluation. Small values indicate
a good consistency. It is seen from (16) that the region pairs
with good label match will have many matching pixels, and
lead to large value of Mkr

1 . In addition, the consistent part
region labels will have similar M2, and result in small value
of denominator. Hence, the best region label has the largest
value of the fraction. In this paper, we use gradient descent
to minimize the problem in (16) with grid based initial value
setting. Note that when the number of part is small, traversal
method can also be used to search global solution with fast
speed.

After continuously performing the three sub-minimization
problems, we finally obtain the approximate solution of our
model. Algorithm 1 shows the process of our model.

IV. EXPERIMENTAL RESULTS

In this section, our method is verified by subjective and
objective results. A part dataset constructed from three image
datasets such as PASCAL 2010 part datasets, Caltech-UCSD
Birds dataset, Cat-Dog dataset, and one video dataset such as
UCF Sports Actions dataset, is used for the verification.
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Fig. 8. Our part proposal segmentation results on Caltech-UCSD Birds dataset. Each rows are the same to Fig. 7.

A. Implementation Details
The shift map Ms is comprised of vectors, which is repre-

sented by two channels: length and angle. Because the shift
vectors gradually change based on the shape context match-
ing, the value distances of neighbor pixels are small, which
leads to unsuccessful segmentation. Hence, we refine the two
channels by replacing the value into the class centers, which
are obtained by k-means algorithm. Denoting the number of
classes in k-means as Ns , we adjust Ns to obtain multiple
layer of proposals. Meanwhile, the number of part N is also
adjusted to obtain the proposals. Hence, our model adjusts
two parameters N and Ns for the proposal generation. In this
paper, we empirically set Ns = 4 and Ns = N , and N ∈ [3, 8],
with the consideration of computational cost.

B. Subjective Results
Some part proposal generation results are shown

in Fig. 7, 8, 9 and 10 for the four datasets. These results
are obtained based on Ns = 4. The original image is shown
in the first row. The segmentation results with N = 3 to
8 are displayed from the second row to the seventh row,
respectively. The bottom row shows the results by N = 1,
which are the cosegmentation results. We can see from the
results of N = 1 that the common objects with similar
shapes can be segmented from these images, such as “Cow”
in Fig. 7, and “Girl” in Fig. 10. This indicates that our
cosegmentation guarantees the following part segmentation.

Furthermore, by seeing each row, it is seen that part propos-
als have been matched well, although there may have noise

regions caused by cosegmentation. For example, in Fig. 7, each
part of “Cow” has been matched in the row of N = 6, and
the matches keep spatial consistency, such as the relationship
of “Head” and “Leg”. These results indicate the effectiveness
of our spatial consistency constraints in Eh .

The results also show that the local part can be represented
by one of segmentation layers. For example, the “Head”
regions are extracted in layers of N = 6 and N = 5 in
the Fig. 8 and Fig. 9, respectively. Meanwhile, the “Tails”
are segmented in both the layers of N = 8 for the two set of
images. This indicates the fact that shape variation can provide
part regions.

It is also seen that there are failure cases in these segmenta-
tion results, such as the sixth image of “Cat” in Fig. 9, and the
last segmentation results in Fig.10. We also display other more
failed segmentation results in Fig. 11, where three images and
their segmentation are displayed. The unsuccessful segments
are mainly caused by the initial object segmentation. When
the object segmentation is inaccurate, wrong matching will be
performed, which will lead to failed segmentation. Note that
when most of the object regions are successfully extracted,
good segmentation can also be obtained, since the failed shape
matching can be corrected by these success segmentation.

C. Objective Results
We next verify our method based on the objective value.

The IOU value is used in our experiment, which is defined
as F∩G

F∪G , where F and G are the regions of the segment and
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Fig. 9. Our part proposal segmentation results on Cat-Dog datasets. Each rows are the same to Fig. 7.

the groundtruth, respectively. A large IOU value indicates a
good segmentation. Since there are multiple images and parts,
we evaluate the results based on the regions of each part. Given
a part, we have n groundtruth regions. Then we select one label
regions, and calculate their average IOU values compared with
the groundtruth regions, and use the largest value as the IOU
value of this part. The final object value is the average of all
parts. We can see although the segmentation results are only
one label regions, the IOU value can still be obtained for the
evaluation. Hence, we can compare our method with both part
level and region level methods.

We show our objective results in the last row of Table I,
where the IOU values of the classes are shown. The average
IOU values are displayed in the last column. It is seen from the
results that the IOU value is 0.186, which is low. This is caused
by the fact that part segmentation is a very challenging task
with the needs to obtain consistent part regions among images.
It is also seen that the value of Pascal 2010 dataset is lower
than the other datasets, which is caused by the large object
variations among images and the complicated backgrounds.

The results with setting Ns = 4 and Ns = N are also
displayed for comparison. It is seen that the proposal results
are affected by the setting of Ns . In addition, the average
IOU value of Ns = N is 0.179, which is better than Ns = 4
of 0.168. But their combination obtains the average IOU value

of 0.186, which is the best one among the results.
We next display the average IOU values along with N

in Fig. 12, where x-axis is the part number, and y-axis is the
average IOU values. It is seen from the curve that the average
IOU values become larger along with N , which is caused by
the fact that there are some small part regions, such as “Ear”
and “Eye”, and the set of large part number can obtain more
detailed regions that covers these small part, and leads to larger
average IOU values.

We also compare our method with four existing methods,
including weak object level segmentation [30], weakly super-
vised part segmentation [4], interactive cosegmentation [33]
and interactive binary region segmentation [34]. The codes
of these methods publicly released by the authors are used.
The method in [30] is a cosegmentation method that extracts
similar shape common regions from multiple images. The
method in [4] is a recent part segmentation method that
extracts part regions based on average sampling. In the imple-
mentation of [4], we replace the CNN feature to the shape
feature for simplification, since authors indicate the robustness
of the method to feature selection. Furthermore, since the
results of [4] are windows instead of regions, we use the
windows of segment and groundtruth for calculating the IOU
value. The method in [33] designs a cosegmentation model
by three cues such as user interaction, local smooth and
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Fig. 10. Our part proposal segmentation results on UCF sports action dataset. Each row is the same to Fig. 7.

TABLE I

THE OBJECTIVE VALUES OF OUR METHODS, AND THE COMPARISON RESULTS

foreground consistency. The model is converted to constrained
quadratic programming problem, with a simple iterative solu-
tion. By a few of user interactions, better segmentation results
are obtained. The method in [34] is a user-interaction based
binary segmentation model. Three constraints such as shape
convexity, user-defined hard constraint and other standard
constraints are considered. The model is efficiently minimized

by trust region approach. Meanwhile, we observe that such
model can segment multiple part regions by separately scrawl-
ing foreground and background seeds for each part due to
the shape convexity constraint. Hence, we simply change
the interaction-based binary segmentation [34] to interaction-
based part segmentation by implementing the method in [34]
for each part separately, and name it as [34]+Part.
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Fig. 11. The original images and the failed segmentation results, which is
caused by the unsuccessful object region extraction.

Fig. 12. The average IOU values by varying the part number N . It is seen
that the average IOU values become larger along with N .

The objective results by the comparison methods are
shown in Table I. It is seen that the average IOU value by
[34]+Part (0.633) is obviously larger than our method (0.186)
and the comparison methods due to the consideration of
part-level segmentation and user interaction. Meanwhile, our
method outperforms object-level segmentation methods [33]
(0.080) and [30] (0.076) due to the fact that cosegmentation
obtains object-level regions rather than part-level regions.
Furthermore, the results of [4] is 0.176, which is bet-
ter than our results with Ns = 4. Meanwhile, our final
result (0.186) is larger than the method in [4], which
demonstrates the usefulness of shape variation in part proposal
segmentation.

D. Discussions

Our method is a weakly supervised part proposal generation
method, which aims at segmenting part regions from a set of
images with image-level labels. This is a new research topic
in weakly supervised segmentation. Although a little bit of
weakly supervised part segmentation methods [4] have been
proposed recently, the basic problem on how to efficiently
define a part region is still underdeveloped. Compared with
the existing weakly supervised part segmentation methods,
we design the part-level segmentation model in a new view of
pose variation that is a different and efficient cue for discover-
ing part regions. Furthermore, our method is different from our
previous cosegmentation work [30] that is used in our model.
The difference is that the work in [30] aims at extracting
common objects from multiple images, which first describes
the relationships of the regions by digraph, and then formulates

cosegmentation as shortest path problem. But our method aims
at segmenting more detailed part regions, which is a more
difficult problem. In addition, our previous work [30] is used
here to simplify the minimization of the cosegmentation term
of our model. Note that other cosegmentation minimizations
such as belief-propagation-based method [31] can also be used
to replace our previous work [30].

In our model, as the usual assumption in common object
segmentation [1], [29], [35], we assume that similar objects
share similar feature f , such as the mid-level shape feature
used in our method. The successful segmentation of similar
objects can be guaranteed when the feature f describes the
object similarity well. However, when the objects are different
greatly by f , the foreground consistency term Ec in (5) cannot
correctly evaluate the similarities of regions. Wrong segmen-
tation will be obtained. Note that these wrong segmentation
results can be avoided by using more effective feature. We will
study more robust and adaptive feature description such as
deep learning based feature extraction in the future to further
improve our model.

V. CONCLUSIONS

In this paper, a weakly supervised part region segmen-
tation method is proposed. Object pose variations are cap-
tured to obtain the fixed regions, which is then used to
generate the local parts. Four aspects, such as shape feature
based cosegmentation, shape matching based variation cap-
ture, NCuts based part proposal generation, and second order
graph matching based part label matching, are considered.
The four aspects are combined to form our energy function,
which is minimized by three sub-minimization steps, including
cosegmentation, NCuts segmentation and label matching. Our
method is verified on three image datasets and one video
dataset. The experimental results demonstrate the effectiveness
of the proposed method.
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