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No-Reference Retargeted Image Quality Assessment
Based on Pairwise Rank Learning
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Abstract—In this paper, we propose a novel no-reference image
quality assessment method for the retargeted image based on
the pairwise rank learning approach. Each retargeted image
needs to be first represented as a feature vector, which not
only captures the image characteristics but also is sensitive to
distortions during the retargeting process. As such, we investigate
and examine different image representations for their abilities
depicting the perceptual quality of retargeted image. Based on
the image representations, we resort to the pairwise rank learning
approach to discriminate the perceptual quality between the
retargeted image pairs. Experimental results demonstrate that the
proposed method can effectively depict the perceptual quality of
the retargeted image, which can even perform comparably with
the full-reference quality assessment methods.

Index Terms—Image quality assessment, no-reference, rank
learning, retargeted image.

I. INTRODUCTION

NOWADAYS, with the rapid development of mobile de-
vices, new applications of image/video have appeared in

different terminal devices to improve the viewers’ visual quality
of experience (QoE) [1]–[5]. It is greatly demanded to display
the same image/video content on all kinds of terminals, such
as the mobile phone, tablets, and so on, to provide more con-
veniences and better QoEs for the viewers. However, different
terminals are of different resolutions, which require a better
displaying technique to better meet the viewers’ perception of
the visual contents. Traditionally, simple scaling and cropping
methods are adopted to alter the image resolution arbitrarily.
However, the salient content cannot be well preserved, which
further introduces some unpleasant viewing experiences. In or-
der to handle the drawbacks of scaling and cropping processes,
several content-aware retargeting methods [1], [3], [6]–[12] are
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developed to adapt the image to different resolutions, which
discard the unimportant information and meanwhile preserve
the salient and important content information of the image. In or-
der to demonstrate the superiorities of the retargeting methods,
the authors usually performs the sample visual comparisons.
However, such comparison cannot be performed at large scale
due to a huge labor. More importantly, it cannot be employed for
the online optimization and guidance of the retargeting process.
Therefore, developing one metric to automatically evaluate the
retargeted image quality is demanded, not only for evaluation
and comparison but also for guiding the optimization process of
retargeting.

Mean squared error (MSE) and the related peak signal-to-
noise ratio (PSNR) are widely adopted to evaluate the fidelity
between one signal and its corrupted version, because of its sim-
plicity, easy optimization, and clear physical meaning. However,
MSE and PSNR have been criticized that they are not able to
simulate the perception of human visual system (HVS) [13],
[14]. As such, many quality metrics have been developed to
handle the drawbacks of MSE and PSNR and overcome their
shortcomings. The most famous and representative one is the
structural similarity (SSIM) [15], which is proposed to evaluate
the image perceptual quality from three perspectives, specif-
ically, the luminance, contrast, and structure, other than the
image pixel difference. SSIM has been demonstrated to be effec-
tive to evaluate both natural image and video signals. Recently,
more effective quality metrics have been proposed, such as fea-
ture similarity (FSIM) [16] for natural image, and motion-based
video integrity evaluation (MOVIE) [17] for natural video. The-
ses quality metrics have achieved great success on characterizing
the traditional distortions, such as JPEG compression, Gaussian
noise, Gaussian blur, and so on. However, for the quality assess-
ment of retargeted images, the most straightforward observation
is that the resolutions between the original and retargeted im-
ages have been altered. The developed quality metrics, such as
PSNR, SSIM, FSIM, and so on, cannot evaluate two images
with different resolutions.

More specifically, the distortions in retargeted images are in-
troduced from the following twofold perspectives [18]. Firstly,
the retargeting process will inevitably discard partial informa-
tion of the image content, even though they are not as important
as other salient image information. Such discarding process will
introduce the information loss to the retargeted image. There-
fore, how to measure the effect of the discarded content on the
perceptual quality of the retargeted image is very important and
different from the traditional distorted image. Secondly, rather
than information loss, one new distortion, namely the shape
distortion, is introduced during the retargeting process. The
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retargeting methods [1], [3], [6]–[12] remove the image pixels,
seams, and regions to meet the requirements of the final reso-
lution. The shapes, such as the object boundaries and contours,
will be inevitably distorted, which will severely degrade the per-
ceptual quality of the image and significantly affect the viewing
experiences of subjects. Overall, the retargeted image differs
with the original image in resolution and distortion types, mak-
ing its perceptual quality much more challenging for evaluation.

In this paper, we propose to evaluate the retargeted image
quality in a no-reference (NR) manner. We firstly formalize the
NR quality assessment as a pairwise ranking problem. After-
wards, a rank learning method is proposed to discriminate the
perceptual quality of the retargeted image. Based on the learned
ranking model, one can measure retargeted images without ref-
erences. Our main contributions are listed in the following.

1) We first propose an NR quality assessment method for
retargeted images, which achieves comparable perfor-
mances with the full reference (FR) quality metrics on
the public retargeted image quality databases.

2) We formalize the NR quality assessment as one pair-
wise ranking problem, where the image perceptual quality
can be effective depicted by our proposed rank learning
approach.

3) We examine and investigate the effects of different image
representations on the retargeted image quality assess-
ment (IQA).

The paper is organized as follows. Section II discusses the re-
lated work on retargeting and NR IQAs. We formulate the prob-
lem of NR IQA and introduce the pairwise rank learning frame-
work in Section III. Detailed information about our proposed
pairwise rank learning metric for retargeted images is intro-
duced in Section IV. And the experimental results are illustrated
in Section V. Finally, conclusions are provided in Section VI.

II. RELATED WORK

A. Retargeted Image Quality Assessment

Nowadays, there are several research works discussing the
retargeted IQA. Based on the approaches, the research work
can be roughly categorized into the subjective [18], [19] and
objective [4], [20]–[22] approaches. The subjective approach
is the most reliable way for assessing the perceptual quality
of the retargeted image. However, it requires many subjects to
participate in the subjective testing process, which is very time
consuming and of a huge labor work. Thus, it cannot be used
for online manipulation and optimization. The subjective test-
ing process is usually employed to construct the database, which
provides the ground truth value of the image perceptual quality.
In [19], the authors constructed the RetargetMe database, which
employed one pairwise comparison method to indicate which re-
targeted image possesses a better perceptual quality, compared
with the other retargeted images. The RetargeteMe database
consists of the retargeted image and the number of times that
the image is favored over other images. In [18], [23], the authors
employ the simultaneous double stimulus for continuous evalu-
ation (SDSCE) [24] to perform the subjective quality evaluation.
The subjects provide their personal opinions on the perceptual

quality of the retargeted image with the original image as ref-
erence. The database is composed by the retargeted image as
well as its corresponding mean opinion score (MOS). More-
over, the impact of the retargeting process on human fixations
is examined, by gathering eye-tracking data for a representative
benchmark of retargeted images in [25].

For the objective quality metrics for retargeted images, a met-
ric named as bidirectional similarity (BDS) is developed in [20],
[22]. Two visual signals, namely the original and retargeted im-
ages, are considered to be visually similar where as many as pos-
sible patches of one visual signal are shared by the other visual
signal in a bidirectional manner. BDS tries to depict the similar-
ity between two visual signals from the completeness and coher-
ence perspectives, which can be further employed to generate
a retargeted image by minimizing the similarity measurement.
The scale-invariant feature transform (SIFT) [26] is proposed to
characterize the view-invariant and brightness-independent im-
age structures. Therefore, matching SIFT descriptors can help
to establish meaningful correspondences across images with
significantly different image contents. Moreover, the pixel dis-
placements obtained from the SIFT flow [27] are spatially co-
herent. The matching cost can thus indicate the difference and
pixel displacement between the original and retargeted images.
In [4], Fang et al. proposed one metric, namely IR-SSIM, to cre-
ate an SSIM quality map that indicates at each spatial location of
the reference image how the structural information is preserved
in the retargeted image. For each pixel in the original image,
the best matching pixel in retargeted image is firstly located.
The SSIM measurement is calculated between the local regions
of the original and retargeted image around specific matching
pixels. After obtaining the SSIM quality map for the reference
image, a saliency map is developed to pool the SSIM quality
map into a final quality score. Zhang and Ngan [28] proposed
one metric named as RB-RIQA by employing a region-based
framework to evaluate shape distortion and information loss
of the retargeted images. Liang et al. [29] proposed a simple
yet efficient objective assessment method based on similarity,
satisfying aesthetic requirements, and maintaining symmetry
features.

B. No-Reference Image Quality Assessment

The aforementioned metrics for retargeted images can be re-
garded as the FR metrics, where the original reference image
needs to be present for quality evaluation. However, in practical
scenarios, the reference image is always unavailable. Therefore,
NR quality metrics are highly demanded for quality assessment.
There are also several research works discussing NR IQA, which
can be roughly classified into three categories. The first category
approach takes the behavior of specific distortions into consider-
ation. For example, in [30], Sheikh et al. employed the wavelet
statistical model to capture the distortion introduced by JPEG
2000. Brandão and Queluz [31] proposed an NR quality metric
based on the discrete cosine transform (DCT) domain statistics
to evaluate the quality of JPEG coded image. The second cate-
gory approach relies on the quality aware clustering. The image
patches of training set are grouped into the given number of
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classes based on local image features [32], [33]. Each cluster
center has a quality score which is derived from the qualities
of image patches falling into this cluster. Associating cluster
centers with their qualities, a codebook is established. For the
patches of a test image, the codebook is looked up to search
the most similar codeword and retrieve the associated quality
values. In [32], a visual codebook associated with the Gabor
filter based local appearance descriptors as well as the MOS is
proposed. The authors of [33] used FSIM [16] instead of MOS
as image patch quality to establish the codebook. The third cat-
egory approach is to utilize machine learning method [34] to
map image features into image qualities. In [35], Moorthy and
Bovik proposed to use support vector machine (SVM) [36], [37]
and support vector regression (SVR) [38], [39] to learn a classi-
fier and an ensemble of regressors for a distortion-aware quality
metric. It deploys summary statistics called natural scene statis-
tics (NSS) which is derived from wavelet decomposition of an
image. In [40], Tang et al. proposed an approach similar to [35]
but with more elaborate features, including texture statistics,
blur/noise statistics, and histogram of each subband of image
decomposition.

Current NR quality metrics are developed for natural images
with traditional distortions, such as JPEG, JPEG 2000, Gaus-
sian blur, and so on. However, for retargeted images, to our best
knowledge, there is no literature discussing the NR quality as-
sessment methods. In this paper, we make the first attempt to
address the NR quality metrics for retargeted images based on
the pairwise rank learning approach.

III. NO-REFERENCE RETARGETED IMAGES

QUALITY ASSESSMENT

In this section, we first reformulate the NR IQAs as one
pairwise comparison problem, based on which our proposed
pairwise rank learning metric for retargeted images is thereby
introduced.

A. Problem Formulation

Nowadays, there is a thread of work on the learning based NR
IQAs [16], [32], [33], [35], [40]–[42]. The authors represent the
image or image patch as one feature vector. Afterwards, the clus-
tering or regression learning methods are employed to generate
the perceptual quality index for the provided image or image
patch. Such NR metrics are developed to measure the consis-
tency between the generated quality index and the ground truth
value obtained during the subjective testing process [24], [43].
However, as discussed in [2], such subjective testing process
suffers from some problems, such as dissimilar interpretations
of the quality scales, and so on. Therefore, regressing the image
or image patch into a quality index without reference will be
also very difficult. Recent work turns to an alternative approach
with pairwise comparison for subjective evaluation [19], [44].
For the pairwise subjective comparison, a participant is simply
asked to compare two visual signals simultaneously, and de-
termine which one is of a better perceptual quality. As such,
the decision in pairwise comparison is simpler than the tradi-
tional scale rating [24], [43]. Same as the pairwise subjective

comparison, we also formulate the NR quality assessment as
a pairwise comparison problem, with a fundamental departure
from the family of existing machine learning method for quality
assessment [16], [32], [33], [35], [40].

Inspired by the development of rank learning [45] in informa-
tion retrieval, we do not regress the image to a specific quality
index but learn to rank a pair of images. As such, we would
like to develop a quality assessment model targeting at ranking
images instead of assigning a quality score to each image. For
general settings in information retrieval, it usually ranks the re-
trieved items by their relevance with the query. However, to our
end concerning the quality evaluation of retargeted image, we
measure the retargeted image qualities by their orders instead
of quality score

fr (xi, xj ) =

⎧
⎨

⎩

1, if yi < yj

0, if yi ≥ yj

(1)

where xi and xj are the image representations of Ii and Ij ,
respectively. yi and yj are the corresponding ground truth qual-
ity scores annotated by the human subjects. fr is the ranking
function that has the binary outputs of 0 and 1, representing the
inconsistency and consistency between predicted order of image
quality and ground truth subjective values respectively. Our tar-
get is to learn the ranking function fr based on the training data.
Afterwards, the learned ranking function fr can help evaluating
all the image pairs. We can further generate the image quality
scores by referring to a exponential curve fitting function based
on the rankings. As such, the image quality ranking information
can be converted to its quality index. The traditional statisti-
cal measurements [46] can thus be employed for quality metric
performance evaluation.

B. Pairwise Rank Learning Framework

The framework of the proposed rank learning based NR
quality assessment of retargeted image is illustrated in Fig. 1,
consisting of two phases, specifically the training and testing
phases. During the training process, we firstly prepare the image
pairs for the pairwise rank learning approaches. The retargeted
image pairs are prepared and sampled by referring to their sub-
jective quality scores. Specifically, the image with better subjec-
tive quality is admitted to rank higher than the one with poorer
subjective quality. Afterwards, the generated retargeted image
pairs are further represented as feature vectors, which are ex-
pected to be not only able to capture the characteristics of the
images, but also sensitive to the distortions introduced during
the retargeting process. Based on the extracted image feature
pairs, we resort to the pairwise rank learning to learn a ranking
model, which can discriminate and distinguish the perceptual
quality of the two provided retargeted images. Based on the
ranking results from the learned model as well as their subjec-
tive quality scores, an exponential function can be further fitted
to map the rankings to the subjective scores.

For the testing phase, all the possible retargeted image pairs
are sampled to measure their perceptual quality rankings. Same
as the training process, the image pairs are first represented
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Fig. 1. Pairwise rank learning framework for NR quality assessment of retargeted images, consisting of the (a) training and (b) testing phases. During the training
phase, the image representations of the sampled image pairs as well as their subjective quality scores are employed to train a ranking model. During the testing
phase, the obtained training model is employed to discriminate perceptual qualities of the test image pairs. Based on the obtained pairwise rankings, the perceptual
quality index of each test image is generated via a curve fitting function.

as feature vectors. The ranking model then discriminates their
relevant rankings based on the extracted features. With all the
possible ranking pairs on the testing images, the fitted exponen-
tial function further maps the rankings to the image perceptual
quality indexes.

IV. PAIRWISE RANK LEARNING BASED QUALITY ASSESSMENT

FOR RETARGETED IMAGES

In this section, each process during the training and testing
phases is introduced in details.

A. Image Representation

For retargeted image quality assessment, the image represen-
tation is very important for quality analysis. As discussed in
[18], the features should be sensitive to the distortions intro-
duced during the image retargeting process. More specifically,
the features should not only capture the shape information, but
also depict the image content information loss. The shape in-
formation is more important to the quality assessment of the
retargeted image. In this paper, we examine different image
representations for the purpose of retargeted IQA. We compare
different image representations for retargeted images, specifi-
cally the BDS [20], [22], SIFT flow [27], earth mover’s distance
(EMD) [47], MPEG-7 [48], pyramid histogram of visual words
(PHOW) [49], GIST [50], and the image representation from
the deep neural networks, specifically the VGG [51]. As demon-
strated in Section V, GIST outperforms other image represen-
tations on retargeted image quality measurement in terms of

correlation with HVS perception. The reason is mainly at-
tributed to that GIST is demonstrated to capture the global in-
formation. Therefore, it can effectively capture the shape distor-
tions which are introduced during the retargeting process [52]
and severely degrade the retargeted image perceptual quality.
Detailed information about the different image representations
can be found in Appendix.

B. Training Data Preparation

As illustrated in Fig. 1, we need to generate image pairs for
both the training and testing processes. We carry out our work
on the existing subjective retargeting image database, specifi-
cally the CUHK [18] and RetargetMe [19] databases. The two
databases provide the subjective score for each retargeted im-
age. Detailed information about this database can be found in
Section V-A.

We denote the GIST feature vectors as {xi, i = 1, 2, . . . , n}
and the corresponding subjective scores as {yi, i = 1, 2, . . . , n}
for the retargeted images {Ii, i = 1, 2, . . . , n}. y may be the
MOS value in CUHK database or the favored times in Retar-
getMe database. In both cases, the larger value yi means the
better perceptual quality of the retargeted image Ii . To estab-
lish the pairwise rank learning task for quality assessment of
retargeted images, two images (Ii, Ij ) are simultaneously sam-
pled as a pair to form the training set. The GIST feature vectors
(xi, xj ) are used to represent the retargeted images. The sub-
jective scores yi and yj are compared to generate their ranking
label {+1,−1} for the feature vector pair (xi, xj ). If yi < yj ,
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the ranking label is set as +1 for the training pair (xi, xj ).
Otherwise, we will assign the ranking label −1 to (xi, xj ) if
yi > yj .

C. Pairwise Rank Learning

Based on the prepared training data (retargeted image pairs
as well as their ranking labels), we introduce the pairwise rank
learning approach to learn the ranking model for NR retargeted
IQA in this subsection.

Conventionally, the intrinsic principle of machine learning for
IQA is explored to optimize the numerical distance between the
subjective value yi (e.g. MOS value) and the predicted image
quality index ψω (xi)

ω̂ = arg min
ω

{
n∑

i=1

‖ ψω (xi) − yi ‖p

}

(2)

where ψω denotes the learned function based on the training
data and used to compute the image quality index for an input
image. ω denotes the parameters of the learned function ψω .
xi represents the feature vector of the i-th image Ii . yi is the
subjective quality score of Ii . ‖ · ‖p represents p-norm distance.
For simplicity, we usually assume that the learned function ψω

to be a linear formation

ψω (x) = wx (3)

where w is one matrix to be learned for mapping the image
feature vector x to the predicted perceptual quality ψω (x). Also
nonlinear mapping functions can be employed, which explore
the nonlinear and complicated relationships between image fea-
tures and subjective values. By using kernel functions, nonlinear
problems can be converted to linear problems. Observing the
optimization objective of (2), the p-norm distance is optimized.
However, for our pairwise image ranking function, a new op-
timization objective based on the binary comparison of image
quality is established as

arg min

{
∑

i �=j

[
yi < yj

]

I

[
ψω (xi) ≥ ψω (xj )

]

I

}

(4)

where [�]I = 1 if the logic decision � holds; otherwise [�]I = 0.
Instead of the p-norm distance, (4) is established on the ranks
of image qualities other than the numerical values. From (4), a
false rank prediction, i.e., the order of two images in violation of
the ground-truth, would result in the increase of its cost. In or-
der to make a comprehensive utilization of the training data, (4)
concerns all possible pairwise comparisons of image qualities
among all training images. Obviously, an image which has the
distinct quality different from others would contribute more to
the defined objective function. Intuitively, if the rank is wrongly
predicted, i.e., contradictory to the ground-truth given by the
subjective preference, the penalty should be emphasized to re-
frain from such an occurrence. On the contrary, the images with
similar image qualities tend to contribute less to the optimization
objective. In practice, we set a threshold T to realize the task of
training data selection by excluding the cases of |yi − yj | ≤ T

in (4) for compressing noise and reducing computational com-
plexity.

For simplicity, we also employ the linear function as in
(3) to optimize the objective function defined in (4). As such,
the optimization objective is to seek a matrix w, which results
in the minimum value of (4) on the generated training set. With
a linear function ψω (x), (4) is reformulated as

arg min
w

{
∑

i �=j

[
yi < yj

]

I

[
wxi ≥ wxj

]

I

}

. (5)

We further define an empirical loss L(w) as

L(w) =
∑

i �=j

[
yi < yj

]

I

[
wxi ≥ wxj

]

I. (6)

We aim to minimize L(w) based on the training data. Since
[�]I is non-convex, we encounter a non-convex optimization
problem. In order to handle such problem, the Boolean term
in (5) is replaced by its upper bound to relax the non-convex
optimization to the convex one

[
wxi ≤ wxj

]

I ≤ ew (xi −xj ) . (7)

The exponential upper bound ew (xi −xj ) is employed as it is
convex and can efficiently facilitate the optimization process.
The derivative of the exponential upper bound ew (xi −xj ) is ob-
tained by

∂

∂w
ew (xi −xj ) = (xi − xj )ew (xi −xj ) . (8)

After replacing the term containing the variable w in (5),
the empirical loss function L(w) would turn out to be convex.
Afterwards, the gradient decedent method can be employed to
solve (5). The gradient decent direction of L(w) can be written
as

Δw =
∑

i �=j

[
yi < yj

]

I(xi − xj )ew (xi −xj ) . (9)

λ acting as an iteration step is further employed to control the
convergence speed during the training process, with the multi-
plication of Δw.

For (5), given xi , yi , and an initial w, the empirical loss
L(w) can be thus initialized. Replacing w by w + Δw, L(w)
can be updated. By iteratively updating w and L(w), the global
minimum objective can be reached, which results in the final
learned ranking function for NR retargeted IQA.

D. Image Quality Generation From Ranking Results

It should be pointed out that the optimization objective in
(5) is established intrinsically on image quality ranking instead
of image quality score. However, it cannot directly output image
qualities. For CUHK database, all the MOS values are available
during training. The relation between MOS values and their
rankings can be fitted by a polynomial function, which helps to
output image qualities in the form of quality scores.

In [53], a term “gain” is defined as the number of times of that
an image is preferable against the others. For IQA, the “gain” of a
retargeted image is proportional to its perceived quality because
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Fig. 2. Scatter plot of the MOS value and accumulative image quality
difference.

the preference (better or worse image quality) essentially reflects
the relative quality (ranking instead of numerical value) of this
image relative to others. Moreover, a linear mapping between
the “gain” and the quality score is assumed and can be fitted by
training data. However, the differences between the test image
and the training image needs to be computed [53], which make
it impractical in real applications as the training images are not
available. In this paper, our proposed rank function generates a
rank list of all the images instead of only binary preference of
each image pair. Afterwards, a mapping function between the
rank list and image quality scores can thus be fitted. During the
training process, a nonlinear fitting function is deduced from
mapping the predicted rank list to the subjective score rank
list. In the test stage, the nonlinear fitting function can thus
tell quality score of each test image without the need of any
information from the training set.

The i-th image is compared with other images in the training
set. We compute the accumulative image quality difference as

d(i) =

∑n
j �=i

[
wxi − wxj

]

+
∑n

j �=i

[
wxi > wxj

]

I

. (10)

The numerator
∑n

j �=i [wxi − wxj ] + summarizes the per-
ceptual quality differences between xi and all the other images,
which are of lower perceptual quality than xi . The denominator∑n

j �=i [wxi > wxj ]I captures the number of images, which are
of lower perceptual quality than xi . Therefore, (10) generates
the accumulative image quality difference d(i) for xi by repre-
senting the relative quality of the i-th image against others. We
further illustrate the scatter plot of the MOS value and d(i) of
the training images in the CUHK dataset, which is illustrated in
Fig. 2.

We can further fit a mapping function between d(i) and image
subjective score y(i) by an exponential function as

y(i) = α1 + α2 × eα3 × d(i) . (11)

The parameters α1 , α2 , and α3 can be easily obtained by the
nonlinear least square regression. As such, the image quality

score can be easily deduced based on the given image quality
rankings. As a accumulative summation is proposed in (10) for
generating d(i), the fitting process of (11) is expected to be
robust to the noise interference.

V. EXPERIMENTAL RESULTS

In this section, we present the performances of our proposed
method and other quality metrics for retargeted images. Firstly,
we briefly introduce the image retargeting quality databases.
Afterwards, different image representations as well as their ef-
fectiveness on retargeted IQA are presented. Finally, the per-
formances of our proposed NR metric in terms of different
statistical measurements are illustrated.

A. Image Retargeting Quality Database

As mentioned before, there are two public subjective quality
databases for retargeted images, specifically the RetargetMe and
CUHK databases.

1) CUHK database [18] is composed by 171 retargeted im-
ages in total generated from 57 original images. Each
retargeted image is accompanied with its MOS value pro-
vided by the subjective viewers, which is denoted as its
ground truth perceptual quality.

2) RetargetMe database [19] consists of 37 images. Each
image is used to generate the retargeted results using 8
different retargeting algorithms. The ground truth rank of
each image is obtained by sorting the number of times
that it is preferred over other retargeted images by the
subjective viewers.

B. Experimental Results

1) Performance Comparisons Between Different Image Rep-
resentations: For the CUHK database, each image is accom-
panied with the MOS value to indicate its perceptual qual-
ity. The predicted image quality scores are obtained from the
pairwise rankings as introduced in Section IV-D. Afterwards,
three measurements, specifically the Spearman’s rank correla-
tion coefficient (SROCC), Pearson linear correlation coefficient
(PLCC), and outlier ratio (OR) are employed to evaluate the
relationships between the ground truth subjective score and the
predicted quality score from each quality metric [46]. Table I
illustrates the performance comparisons between different im-
age representations. For EMD, the histogram is constructed to
represent the feature distribution of the image, which is not able
to capture enough information for the retargeted IQA. PHOW
can somewhat extract the shape information. However, we need
to maintain a visual vocabulary to compose the corresponding
histogram at each pyramid scale. Consequently, the shape infor-
mation is mostly extracted from the local perspective, although a
pyramid structure is employed. As illustrated in [18], the global
shape information is very important for retargeted image. The
local features to evaluate the quality of retargeted image cannot
yield a good performance. For the descriptors of MPEG-7, the
EHD performs the best. The reason is that the local shape infor-
mation is depicted by the edge histogram in local regions. The
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TABLE I
PERFORMANCE COMPARISONS OF DIFFERENT IMAGE

REPRESENTATIONS ON THE CUHK DATABASE

SROCC LCC OR

SCD 0.1792 0.1508 0.2164
CSD 0.1688 0.1520 0.5322
CLD 0.0850 0.1033 0.2398
HTD 0.0890 0.0829 0.5673
EHD 0.2729 0.3031 0.2047
BDS 0.2887 0.2896 0.2161
EMD 0.2904 0.2760 0.1696
PHOW 0.2308 0.3706 0.1579
SIFT flow 0.2899 0.3141 0.1462
VGG 0.3784 0.1728 0.2339
GIST 0.5114 0.5443 0.1576

global shape information is somewhat captured by concatenat-
ing the local edge histograms. But the other descriptors, such as
CSD, SCD, and CLD mostly focus on the color component. And
HTD concatenates the energy of each frequency channel, which
does not pay much attention on the shape information of the
image. These are the main reasons why the MPEG-7 descrip-
tors cannot well evaluate the perceptual quality of the retargeted
image. SIFT flow depicts the matching relations between the
original and retargeted images, which can help depicting the
scene difference. VGG uses the convolutional neural network
to represent the whole image as one feature vector for classifi-
cation. As such, VGG and SIFT flow can somewhat depict the
image global information, which present good correlations with
subjective rating values than MPEG-7 and EMD.

GIST significantly outperforms the other image representa-
tions, which may be attributed to two reasons. Firstly, GIST
tries to depict each image from different perspectives, such
as the horizontal and vertical information, fractal dimensions
of the scene, the convergence of parallel lines, oblique contours,
and so on. As such, GIST image feature is able to capture the
most information which is sensitive to the retargeted image per-
ceptual quality assessment. That is also the main reason why we
employ GIST as the image feature to develop our NR quality
metric for retargeted image. Secondly, the metric performs in
an FR manner. By computing the difference of GIST features
from original and retargeted images, the quality can be more
accurately captured.

Moreover, we further examine the generality of GIST over
different groups of images, according to the image attributes
as described in RetargetMe [19]. Besides BDS, EH, SIFT flow,
EMD, CLD, two recently developed objective quality metrics
CSim [21] and Q/Q′ [29] are included for performance com-
parison. The experimental results are listed in Table II. The best
objective metric for each group is highlighted in boldface. It can
be observed that GIST can yield the best performances for most
of the image groups. The reason is that GIST depicts the global
shape information, which can easily capture the distortions in-
troduced to some image attributes, such as the “lines/edges”,
“faces/people”, “geometric structures”, and so on. Q/Q′ is
designed by dealing with salient content preservation and
maintaining the symmetry features. Thus it provides the best

TABLE II
MEAN KENDALL CORRELATION COEFFICIENTS OF THE OBJECTIVE QUALITY

METRICS FOR DIFFERENT IMAGE TYPES

Lines/
Edges

Faces/
People

Texture Foreground
Objects

Geometric
Structures

Symmetry

BDS 0.040 0.190 0.060 0.167 − 0.004 − 0.012
EH 0.043 − 0.076 − 0.060 − 0.079 0.103 0.298
SIFT
flow

0.097 0.252 0.119 0.218 0.085 0.071

EMD 0.220 0.262 0.107 0.226 0.237 0.500
CLD − 0.023 − 0.181 − 0.071 − 0.183 − 0.009 0.214
CSim 0.005 − 0.143 − 0.125 − 0.134 0.000 0.071
Q/Q ′ 0.159 0.057 0.054 0.250 0.250 0.571
GIST 0.229 0.273 0.218 0.182 0.252 0.484

TABLE III
PERFORMANCE COMPARISON OF DIFFERENT QUALITY

METRICS ON THE CUHK DATABASE

SROCC PLCC OR

GIST 0.5114 0.5443 0.1576
GLS (linear regression) 0.4939 0.4402 0.2046
GLS (logistic regression with L1 penalty) 0.4002 0.3961 0.2163
GLS (support vector regression with linear kernel) 0.4038 0.3656 0.2339
GLS (support vector regression with polynomial kernel) 0.3821 0.3711 0.2022
GLS (support vector regression with RBF kernel) 0.3961 0.3658 0.2267
GLS (logistic regression) 0.4760 0.4622 0.1345
Proposed NR metric 0.4926 0.5371 0.1928

performances on the image groups with “foreground objects”
and “symmetry”. Such experimental results also demonstrate
the generality of GIST, which is also the main reason that we
employ GIST as the image representation to design our NR IQA
for retargeted images.

2) Performances of Our Proposed NR Quality Metric: For
our proposed NR quality metric, as we need to obtain the pa-
rameters during the training process, we employ the standard
split for the evaluation. Specifically, the images in the subjective
database are randomly divided into training and testing sets. A
training set consists of 80% of the reference images and their
associated distorted versions, and a testing set consists of the
remaining 20% of the reference images and their associated dis-
torted versions. In order to ensure that the proposed method is
robust across content and is not biased by the specific train-test
split, random 80% train 20% test split is repeated 1000 times.

Table III provides the performance comparisons between our
proposed NR quality metric with GIST and GLS [54]. GLS
extracts and fuses different features of the retargeted image
from the perspectives of the global structural distortion, local
region distortion, and loss of salient information. Several regres-
sion models are used to fuse these features together as shown in
Table III. Comparing the performances in Tables I and III, it can
be observed that the proposed NR quality metric outperforms
all the other FR metrics except GIST. As we employ GIST as
the image feature for quality assessment, the performance of our
proposed NR IQA is slightly inferior to that of GIST. For GLS,
although the image is depicted from global, local, and salient
perspectives, the experimental results demonstrated that GLS
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TABLE IV
PERFORMANCE COMPARISONS OF DIFFERENT QUALITY

METRICS ON THE RETARGETME DATABASE

BSD EHD EMD SIFT
flow

IR-SSIM GLS RB-
RIQA

Proposed
NR metric

Kendall τ
distance

0.083 0.004 0.145 0.251 0.363 0.382 0.503 0.4770

TABLE V
CROSS DATASET PERFORMANCES OF THE PROPOSED

PAIRWISE RANK LEARNING METRIC

SROCC LCC

Training on CUHK and Testing on RetargetMe 0.3121 0.3264
Training on RetargetMe and Testing on CUHK 0.2973 0.3107

cannot well capture the meaningful features for the retargeted
IQA.

For RetargetMe database, the image perceptual quality is in-
dicated by the favored times over the other images. Therefore,
same as [19], the Kendall τ distance [55] is employed to eval-
uate the ground-truth and predicted rankings. The experimental
results are illustrated in Table IV. In addition, we also com-
pare the performances with the newly developed quality metrics
IR-SSIM [4], GLS (logistic regression with L1 penalty), and
RB-RIQA [28]. It can be observed that our proposed metric out-
performs other competitor models, except the RB-RIQA metric.
RB-RIQA and IR-SSIM try to capture the information loss and
the shape distortion in local regions, compared with other met-
rics, such as EMD, EHD, and so on. GLS considers both the
global and local information, yielding better performance than
IR-SSIM. However, these quality metrics are all FR, which re-
quire the original images for quality analysis. On the contrary,
our proposed metric works in a NR fashion, where the origi-
nal image does not need to be present for quality analysis. As
such, the proposed NR metric can be easily adopted for practi-
cal applications, such as monitoring the visual QoE during the
retargeting process.

C. Cross Dataset Performance

In order to further demonstrate the effectiveness of our pro-
posed NR metric, we perform the cross dataset performances
by training on one retargeted image dataset and testing on the
other. The results are illustrated in Table V. It can be observed
that the performances are not as good as that tested solely on
each database. However, compared with the performances in
Table I, it can be observed that the proposed NR IQA based
on pairwise rank learning outperforms some FR metrics devel-
oped by the image representations, such as SIFT-flow, PHOW,
EMD, and so on, but performs inferiorly to VGG and GIST.
The superior performance of the proposed metric to SIFT-flow,
EMD, and so on, is due to the effectiveness of GIST for cap-
turing the shape distortions of retargeted image. The inferior
performance to VGG and GIST is because that the NR metric

does not have the original image for comparison, which issues
great challenges for perceptual quality assessment.

D. Limitations

In this paper, we consider pariwise rank learning for NR IQA
of retargeted images. The proposed method has several limita-
tions. Firstly, the training phase needs to know all the distortions
to make a more robust training result, which can provide a more
reliable result during testing phase. That is the main reason
that we cannot provide a good performance when training on
one retargeted image database and testing on the other. The re-
targeted images generated by the retargeted images have not
been encountered during the training process. Therefore, the
pairwise learning strategy cannot learn such behaviors over the
other retargeted images. Secondly, for pairwise rank learning,
the pairwise data needs to be performed during the training and
testing phase. Suppose that there are m samples, the total num-
ber of the prepared pair data is C2

m , which is a huge number,
especially when m is extreme large. How to handle such large
number of training samples and make a more reliable training
will be of great challenge. In the future, we will consider how to
select the most representative pairs from all the possible pairs,
which can not only speed up the training process but also make
a reliable training.

VI. CONCLUSION AND FUTURE WORK

In this paper, we made the first attempt on the NR quality
assessment for retargeted images. The GIST feature extracted
for each image as well as its accompanied subjective quality
value are employed for the pairwise rank learning approach.
The experimental results demonstrate the effectiveness of our
proposed NR quality metrics for the retargeted image, which can
achieve comparable performances with GIST and significantly
outperform other FR metrics.

GIST is employed as the image feature for the pairwise rank
learning of retargeted images. In the future, we will consider
new image features to more accurately represent the retargeted
image. Also we are considering the deep learning methods to
learn the features from image pixels for retargeted IQA. With
better image features, a better NR IQA for the retargeted image
is expected. Moreover, besides the linear relationship in the pair-
wise rank learning, in the future we will consider to employ a
more complicated model, such as deep neural network, to model
and learn the nonlinear relationships between image represen-
tation and its subjective quality score. Also we will consider
how to handle the large scale pairwise training by selecting the
most representative pairs from all the possible pairs, in order to
not only speed up the training process but also make a reliable
training.

APPENDIX

IMAGE REPRESENTATIONS FOR RETARGETED IMAGE

1) MPEG-7 [48] considers different descriptors from the
color and texture perspectives, specifically the scalable
color descriptor (SCD), color layout descriptor (CLD),
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color structure descriptor (CSD), homogeneous texture
descriptor (HTD), and edge histogram descriptor (EHD).

2) EMD [47] is based on the minimal cost that must be paid
to transform one distribution into the other. The original
and retargeted images are represented as histograms. The
EMD between these two histograms indicates the retar-
geted image quality.

3) PHOW [49] is obtained based on the SIFT descriptor and
image spatial layout. Multiple descriptors are computed
to allow for scale variations between images.

4) BDS [20], [22] captures how much information of the
original image is covered and preserved by the retargeted
image in a bidirectional manner and measures the newly
introduced artifacts.

5) SIFT flow [27] characterizes view-invariant and
brightness-independent image structures, which estab-
lishes the meaningful correspondences across the original
and retargeted images and evaluates the the spatial co-
herence of the pixel displacement (indicated by the SIFT
correspondence matching).

6) GIST [50] is extracted based on a very low dimensional
representation of the scene. A set of perceptual dimen-
sions, such as naturalness, openness, roughness, expan-
sion, ruggedness, is employed to represent the dominant
spatial structure of a scene, which can accurately depict
the global information of the image.

7) VGG [51] employs a deep convolutional neural network
to represent each image as a fixed length image feature
vector, where convolution and max-pooling processes are
employed to compose and summarize the image pixels
values to semantic representation for further classification,
detection, localization, and so on.
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