
IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 25, NO. 7, JULY 2016 2943

Low-Delay Rate Control for Consistent Quality
Using Distortion-Based Lagrange Multiplier
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Abstract— Video quality fluctuation plays a significant role
in human visual perception, and hence, many rate control
approaches have been widely developed to maintain consistent
quality for video communication. This paper presents a novel
rate control framework based on the Lagrange multiplier in
high-efficiency video coding. With the assumption of constant
quality control, a new relationship between the distortion and
the Lagrange multiplier is established. Based on the proposed
distortion model and buffer status, we obtain a computationally
feasible solution to the problem of minimizing the distortion
variation across video frames at the coding tree unit level.
Extensive simulation results show that our method outperforms
the rate control used in HEVC Test Model (HM) by providing
a more accurate rate regulation, lower video quality fluctuation,
and stabler buffer fullness. The average peak signal-to-noise ratio
(PSNR) and PSNR deviation improvements are about 0.37 dB
and 57.14% in the low-delay (P and B) video communication,
where the complexity overhead is ∼4.44%.

Index Terms— Rate control, distortion model, Lagrange
multiplier, HEVC.

I. INTRODUCTION

W ITH the rapid development of visual communication
in recent years, efficient video compression techniques

have been considered by the multimedia community. To meet
this demand, ITU-T/SG16/Q6 (VCEG) and ISO/IEC
JTC1/SC29/WG11 (MPEG) have established the Joint
Collaborative Team on Video Coding (JCTVC) to develop
the latest video coding standard – High Efficiency Video
Coding (HEVC) [1]. As HEVC involves many sophisticated
coding features and techniques, it has significantly improved
the compression performance in comparison with the previous
video coding standards, such as MPEG-2, H.263, MPEG-4
and H.264/Advanced Video Coding (AVC) [2]. For example,
HEVC supports diverse block sizes, flexible quad-tree
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structure and efficient filters. However, it is worth noting
that the above video standards only specify the syntax of
decoding the bitstream. Meanwhile, the compressed video
qualities depend considerably on implementing the rate
control scheme on the encoder side. Thus, computational
rate control algorithms are widely investigated after the
international video standards have been developed.

Normally, various video applications, like video broad-
casting and video surveillance, are transmitted via a constant
bit rate (CBR) channel. To maintain a short-term constant
output bit rate in the CBR channel, traditional codecs
adopt a uniform bandwidth allocation scheme in a group
of pictures (GOP). However, the number of encoding bits
changes from frame to frame owing to the time-varying video
complexity. In this case, it is infeasible to adjust encoding
parameters to achieve the exact fixed bandwidth for each frame
in a GOP. Consequently, an associate encoder buffer is usually
employed to regulate the output bits before transmitting. If the
channel bandwidth is less than the output bit rate, the encoded
bits will accumulate in the encoder buffer. When the size of
the accumulated bits is too large, the encoder needs to skip
some frames to alleviate the buffer delay and avoid the buffer
overflow. Conversely, if the channel bandwidth is larger than
the output bit rate, this indicates that some channel is wasted,
and it may cause buffer underflow. Since the buffer overflow
and underflow result in undesirable effects on the video quality
fluctuation, it is essential to control the bit rate to maintain
a consistent quality over the entire video sequence.

In real-time video communications, rate control becomes
more challenging as it needs to satisfy low-latency of tran-
smitting video data. In such a case, the encoder buffer must
maintain a very small size, and therefore, the encoder requires
a more accurate bit allocation and coding settings to reduce
the fluctuations of buffer fullness as well as to avoid the
undesirable buffer overflow and underflow. The conventional
rate control schemes usually involve two steps: (1) the
target bit is allocated to each basic unit according to its
relative complexity and the buffer status, and (2) quantization
parameter (QP) is computed by rate-quantization (R-Q)
models, such as quadratic model [3] and ρ-domain model [4].
It should be pointed out that with traditional R-Q models, QP
can determine the bits for residue information (i.e., quantized
transformed coefficient (QTC)) but not for non-residue
information (i.e., partition mode, motion and other header
information). Although the overhead bits can be predicted
from the previous frames, the accuracy of prediction is
still not well addressed in both H.264/AVC and HEVC
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owing to time-varying video complexity. On the other hand,
similar to H.264/AVC, the reference software of HEVC
utilizes rate distortion optimization (RDO) to determine the
encoding settings so as to obtain the best rate-distortion (R-D)
performance. To solve this RDO problem, the Lagrangian
method is used to achieve the optimal trade-off between
rate and distortion on the encoder side. Additionally, it can
be seen that the Lagrange multiplier affects the total bits,
including both the residue and non-residue bits. In the
HEVC reference software, simulation results indicate that the
Lagrange multiplier is more sensitive, simple and efficient in
controlling the output target bits in comparison with QP, and
not surprisingly, an interesting relationship between the target
bits and Lagrange multiplier λ (also called Rate-lambda or
R-λ model) was developed for HEVC in JCTVC-K0103 [5].

In the R-λ model, λ is first determined by the target
bits. Then, QP is computed by a logarithmic function of λ
in the HEVC reference software. Although the R-λ method
has shown a significant improvement in comparison with
conventional methods, there are two main difficulties.

• Inaccurate bit allocation: The number of bits for a coding
tree unit (CTU) relies heavily on the frame budget,
the previous overhead bits and the weights of CTUs
in the current frame, which is explicitly determined
one-by-one in a raster-scanning order. In practice, the
frame bandwidth can be easily consumed by the first
several CTUs due to inaccurate estimation of the model
parameters. Hence, the buffer state greatly affects the
target bits for the subsequent CTUs in a frame, and the
raster-scanning bit allocation scheme can cause inaccurate
bit rates and adverse effects on the overall quality control.

• Inaccurate λ estimation: As mentioned earlier, since
there is the bit allocation problem, λ adjustment is
frequently applied for CTUs to achieve the frame budget.
Specifically, an extremely large (or small) λ is usually
computed according to the target bits and buffer fullness.
To maintain λ in a reasonable range, many “bound” and
“crop” operations are employed on the encoder side.
For example, the HEVC reference software allows the
maximum λ variation in terms of QP up to 10 between
two successive frames which results in a large quality
fluctuation. Thus, inaccurate λ greatly degrades the final
rate control result.

Although some improvements [6], [7] in the R-λ models
have been reported recently, the two above-mentioned
limitations are still not being addressed satisfactorily. This
paper proposes a new distortion based Lagrange multiplier
method to improve the HEVC rate control in low-delay
communication. The major innovations of this paper can be
summarized in three aspects. Firstly, with the assumption
of consistent video quality coding, a new relationship
between the distortion and λ is established, which can
be used to control the video quality fluctuations via λ.
Secondly, a computationally feasible solution to the problem
of minimizing distortion across the video frames at the CTU
level is obtained based on the above distortion model, which
can avoid the raster-scanning bit allocation. Thirdly, according
to buffer fullness, the CTU level λ is adjusted such that the

target bits satisfy the overall bandwidth in low-delay video
communications.

The rest of the paper is organized as follows. We introduce
the related work in Section II. The new distortion model
and the associated rate model are described in Section III.
The proposed rate control algorithm is then implemented in
Section IV. The simulation results are presented in Section V,
and Section VI contains the concluding remarks.

II. RELATED WORK IN HEVC

Recently, many rate control methods have been considered
in the HEVC video coding system. In this section, we give
a brief review of the different rate models to facilitate the
study of the rate control algorithms. In HEVC, the rate control
models can be roughly categorized into R-Q and R-λ models.

A. R-Q Models

Choi et al. proposed a pixel-wise unified R-Q
model (URQ) [8] that is a direct extension of the quadratic
R-Q rate control method in the early HEVC reference
software (HM6.0). The quadratic R-Q model is first developed
for hybrid video coding by Chiang and Zhang [3] which
has been widely studied in H.264/AVC [9]. Similar to the
quadratic R-Q method in H.264/AVC, in URQ, the target bit
is allocated based on the mean absolute difference (MAD) -
based complexity, and the quantization step is computed on
the encoder side. A detailed description of URQ can be found
in their recent work [10]. Although URQ shows a better
performance to control the output bits than the anchor HM6.0,
two major limitations of the quadratic model are not avoided.
Firstly, the quadratic model only determines the bits for the
residue information but not for the non-residue information.
Secondly, the quadratic model contains an inter-dependency
relationship between the RDO process and the computation
of quantization step, which results in a well-known “chicken
and egg” dilemma [11].

Additionally, a general R-Q model is studied in HEVC,
which is based on the number of QTCs. He and Mitra [4]
proposed the ρ-domain rate model for simple block structure
based video coding, where ρ is the percentage of zeros among
QTCs. The ρ-domain model is based on the observation
that there is an approximated linear relationship between
bits and ρ in a single transform block size. Recently,
Wang et al. developed a quadratic ρ-domain based Rate-GOP
method [12] in HEVC. With Rate-GOP algorithm, QP can first
be determined by the picture order count (POC), and then the
bits of non-zero QTCs are simulated by a quadratic function
of quantization step. Although simulation results have shown
its superiority compared to traditional rate control methods,
further investigation is necessary to verify the ρ-domain model
in HEVC. Specifically, in [13] and [14], experiments show
the facts that signal characteristics with respect to the coding
unit depth levels are considerably different. In addition, the
variances of the transform coefficients of intra frames are
significantly different from that of inter frames. Thus, in the
HEVC encoder, the ρ-domain methods should be modeled
separately due to the depth of the coding units and the types of
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encoded frames. Unfortunately, this is still not well addressed
in the Rate-GOP method.

B. R-λ Models

To avoid the aforementioned problems, the Lagrange
multiplier based rate control methods have been studied
in H.264/AVC and HEVC. With the RDO scheme on the
encoder side, larger λ is related to larger distortion and
fewer bit, and the converse holds for smaller λ. Furthermore,
since QP adjustments will cause additional overhead bits,
λ is used to adjust the rate and distortion during the
actual encoding stage. Taking into account this observation,
Jiang and Ling [15], [16] proposed to adjust λ adaptively
according to the rate cost. In [17], Wang and Yan established
a new relationship between λ and MAD. Since the MAD has
been integrated into the quadratic R-Q model in H.264/AVC,
it indicates that the relationship between rate and λ has been
implicitly established.

Nowadays, Li et al. [5] (see a detailed description in [18])
developed a new relationship between rate and λ. Compared to
the R-Q method, the R-λ model considers the overall bit rate,
including both the residue and non-residue bits. Additionally,
as the R-λ method outperforms the URQ method in terms of
bit estimation accuracy and video quality control, it has been
recommended for HEVC by the JCTVC. However, it should
be pointed out that the R-λ model only considers the target
bit but ignores the characteristics of video data in frame
level rate control. Thus, the frame-content complexity has
been considered to improve the R-λ model. For example,
Wang and Karczewicz [6] proposed to use summation of
absolute transformed differences (SATD) to measure the
complexity of an intra frame. In [7], Wang and Ngan proposed
a gradient based R-lambda (GRL) model for intra frame
rate control. Simulation results show that the SATD and
gradient can be used to effectively measure the frame-content
complexity and enhance the performance of intra-frame rate
control.

III. MODELING RATE AND DISTORTION

IN HIGH EFFICIENCY VIDEO CODING

Rate-distortion optimization has been widely studied in
block-based video coding systems, such as in the reference
software of H.264/AVC and HEVC. The R-D relationship
indicates that the higher the rate R is, the lower is distortion D,
and vice versa. Thus, the fundamental problem in rate control
is to minimize the distortion subject to a given rate constraint
Rmax [19].

min D, s.t . R ≤ Rmax, (1)

Usually, this constrained problem can be solved by the
Lagrangian optimization method [20] in hybrid video coding.
The Lagrangian cost function is

J = D + λ × (R − Rmax) , (2)

where λ is the Lagrange multiplier. Additionally, it is noted
that the R-D curve is convex in video coding, and if we assume

that both R and D are differentiable everywhere, λ can be
expressed by

λ = −∂ D

∂ R
. (3)

As shown in equation (2), R and D for a given encoding
block or frame depend on the scaling factor λ. Conventionally,
λ is obtained from the input QP [21]. The relationship between
R-Q and D-Q (i.e., distortion-quantization) models has been
studied and used for rate control in H.263, H.264/AVC and
MPEG-4 codecs. However, it is interesting to note that QP only
determines the residue bits, but λ determines the overall rate
cost, including both residue and non-residue bits. Furthermore,
λ also affects the encoding mode selection, such as partitions
and motions. Thus, in this section, the essential goal is to
model the effect of λ on distortion and rate. We concentrate
on modeling distortion and rate for motion-compensated
prediction (MCP) frames. It should be noted that similar
models can be established for intra frames, but the related
models will not be derived here because the intra frames are
not frequently used in low-delay video communications.

A. Distortion Modeling

In the past decades, many R-D models [22]–[24] have been
proposed for rate control. For example, in H.264/AVC and
MPEG-4, the R-D curves can be modeled by a logarithmic
expression. Specifically, this logarithmic model has been
proved assuming a high-rate environment (e.g., above
0.5 bits/pixel) [25]. However, in the HEVC reference software,
since the encoding efficiency is greatly improved, the
traditional R-D model is not appropriate for the simulation of
the encoder in the low-rate case. In the meantime, as shown in
equation (3), the more accurate the R-D model is, the better
λ can be obtained. Therefore, in HEVC, a more interesting
hyperbolic R-D model is proposed in equation (4), where this
model was introduced by Mallat in 1998 [26].

D (R) = K × R−C, (4)

where C and K are the model parameters related to the
characteristic of the video source. Putting equation (4) into
equation (3), we know that λ can be re-written as

λ = −∂ D

∂ R
= C × K × R−C−1

= C × K− 1
C × D

C+1
C = γ Dτ , (5)

where γ and τ are both coding constants. The distortion
measure D is the mean squared error (MSE) between
the original and reconstructed CTUs or frames. MSE is
a mathematically tractable and fast-to-compute full-refere-
nce (FR) quality metric, which has been widely used in
modern block-based video compression.

To validate the relationship between D and λ, we
have compressed several video sequences in the low-delay
case using the HEVC reference software HM10.0 and the
simulation results are shown in Fig. 1. For several values of λ,
we plot D(λ) as a function of λ and fit the data via the formula
in (5), where the average values are used. This experiment
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Fig. 1. Relationship between D and λ. The color curves are the fitting results
of λ = γ Dτ . Each sample point represents one test video, and the data points
with the same color denote the encoding results associated to the same video
sequence.

confirms that in the HEVC video coding system, the distortion
curves can be approximated by a power formula.

From now on, we will focus on the consistent video
quality modeling in which the more interesting D(λ)
relationship between two consecutive frames is established.
The distribution of distortion between two consecutive frames
is crucial in maintaining consistent quality control in video
coding. For consistent quality videos, it is observed that
the distortion of the current CTU is distributed similarly
to that of the co-located position in the previous frame.
Hence, we incorporate the history of coding information into
the distortion model to avoid the complexity of parameter
estimation in equation (5). In addition, to maintain a consistent
quality, we assume Dcurr

i ≈ D prev
i . Putting equation (5)

into this assumption, we can get
Dcurr

i
λcurr

i
≈ D prev

i
λ

prev
i

, where

Dcurr
i and λcurr

i are the distortion and the Lagrange multiplier
for the ith CTU in the current frame. Similarly, D prev

i and
λ

prev
i are for the co-located CTU in the previous frame. With

this assumption, we can construct a heuristic linear distortion

model Dcurr
i ≈ D prev

i
λ

prev
i

× λcurr
i .

In order to remove large fluctuation during encoding, both
λ

prev
i and D prev

i can be computed as the weighted averages
from the previous frames [14] such as λ

prev
i = 1

Nl

∑Nl
k= 1

ωkλ
prev
k and D prev

i = 1
Nl

∑Nl
k= 1 ωk D prev

k , where Nl is the
total number of the most recent encoded frames, and ωk is the
associated weight. On the other hand, from the implementation
point of view, we need to reduce the computational complexity
and save the storage of the encoder. Thus, we make a trade-off
between model accuracy and implementation complexity, i.e.,

λ
prev
i = 1

N

N∑

k= 1
λ

prev
k , and D prev

i is the actual distortion of

the ith CTU in the previous frame. Consequently, a linear
distortion model is completed as,

Dcurr
i = σ

1
N

N∑

k=1
λ

prev
k

× D prev
i × λcurr

i , (6)

where σ is a scaling factor that reduces the speed of distortion
changes between the co-located CTUs.

Fig. 2. Difference between the actual distortion and the estimated distortion
per CTU of the 11th frame for (a) BasketballDrill, (b) BQMall, (c) BQTerrace
and (d) Cactus (QP=32).

TABLE I

COMPARISONS OF DIFFERENT DISTORTION MODELS

Extensive experiments have been performed to verify
the proposed distortion model, and four typical results are
presented in Fig. 2 that shows the distortion estimation results
for each CTU in low-delay video application. The encoding
frame is the 11th frame. The distortion of each CTU in the
current frame is estimated by the co-located distortion in
the 10th encoded frame. The scaling factor σ is chosen to
reduce the estimation error. For example, σ = 1.30, 1.34,
1.26 and 1.33 are the optimal values (in MSE sense) for
(a), (b), (c) and (d), respectively. However, in this paper,
we do not explore the use of scaling factor for a better
estimation. Instead, as we will see later in Section IV-A,
σ is not required in the computation of λ at the CTU level.
More detailed numerical experiments are tabulated in Table I.
Pearson’s correlation coefficient (PCC) and normalized root
mean square error (NRMSE) are computed to measure the
estimation accuracy and estimation error, respectively. The
NRMSE is defined as in

NRMSE = 1

(Dact,max−Dact,min)
×

√
∑N

i=1

(
Dact,i −Dest,i

)2

Nctu
,

(7)
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where Nctu is the number of encoded CTUs in a frame,
Dact and Dest are the actual distortion and estimated distortion
of the ith CTU, Dact,max and Dact,min are the maximum
and minimum values of Dact , respectively. Table I shows
the comparison between the proposed method and a typical
distortion model that uses the neighboring information
to estimate the current one. Typically, the neighboring
reconstructed error Dcurr

i−1 is considered as the predicted
distortion of the current Dcurr

i , i.e., Dcurr
i = Dcurr

i−1 . The
PCCs of the proposed linear distortion method (6) range
from 0.91 to 0.99. In addition, the average NRMSE of our
method is 0.0674, while the neighboring method is 0.2287.
It can be seen that our distortion model is able to achieve
higher estimation accuracy than the traditional neighboring
estimation method.

B. Rate Modeling

In HEVC, the rate of the ith CTU in a frame is a function
of λ as shown in equation (5). For convenience, equation (5)
is re-written as

Ri = αi × λ
βi
i , (8)

where Ri is the target budget of a CTU, and αi and βi are the
corresponding model parameters.

Extensive simulation results in JCTVC-K0103 have shown
that R(λ) in equation (8) is sufficient to represent the
relationship between R and λ on the HEVC reference
software. In HEVC, given a target budget Ri for
a CTU, the associated λi is computed using equation (8).
Consequently, the quantization parameter used for quantizing
the transform coefficients is computed by a natural logarithmic
formula

Q Pi = a × ln(λi ) + b, (9)

where Q Pi is the quantization parameter for the ith CTU,
and both a and b are constants, which are empirically set
as 4.2 and 13.71 in the reference software of HEVC HM10.0,
respectively.

IV. RATE CONTROL WITH DISTORTION-BASED

LAGRANGE MULTIPLIER

A. Proposed Distortion-Based Lagrange Multiplier

Quality variation in a compressed video signal has an
essential impact on the human visual perception [27]–[30],
so the goal of the consistent quality control is to minimize the
distortion variation across video frames within the constraints
of frame rate, bandwidth, and delay requirement. Based on
the aforementioned distortion and rate models, we investigate
the problem of optimal bit allocation from the viewpoint of
minimizing average (MINAVE) distortion [31] for the HEVC
encoder system. Specifically, we want to find an expression for
the Lagrange multipliers that minimizes the average distortion
1
N

∑N
k= 1 Dk subject to the summation of the target budgets

∑N
k= 1 Rk which is not larger than the frame target budget

Rmax. In addition, replacing Di with the proposed distortion

model in equation (6) and Ri with equation (8), respectively,
the constrained MINAVE problem can be formulated as:

λ∗
1, . . . , λ

∗
N = arg min

λcurr
1 ,λcurr

2 ,...,λcurr
N ,

∑N
k= 1 Rk(λcurr

k )≤Rmax

1

N

N∑

k= 1

Dcurr
k

(
λcurr

k

)

= arg min
λcurr

1 ,λcurr
2 ,...,λcurr

N ,
∑N

k=1 Rk(λcurr
k )≤Rmax

N∑

k=1

σ

λ
prev
k

×D prev
k × λcurr

k ,

(10)

where λ∗
i is the optimal value of λcurr

i .
Equation (10) is the key formulation for consistent quality

control. In equation (10), the average distortion and the target
budget constraint are convex function and convex set of
the variable λcurr

i , respectively. According to the Lagrange
theory [32], there is a unique solution λ∗ = [λ∗

1, λ
∗
2, . . . , λ

∗
N ]

that can be obtained from equation (10). One way to
solve it is to use the Karush-Tuhn-Tucker (KKT) condition.
Unfortunately, it is difficult to obtain a closed-form solution
of equation (10) from its Lagrangian cost function, since the
complex rate model is involved. Another way is to search
the possible set of λ∗ that satisfies the KKT condition of
equation (10). One should find if there is a certain λ∗ that leads
to a solution satisfying the KKT condition. This exhaustive
search method is infeasible for practical low-delay video
applications. Clearly, a more efficient solution is needed.

Based on the observation that the budget is a power function
with respect to the variable λcurr

i , we propose to relax the
constraint

∑N
k= 1 Rk

(
λcurr

k

) ≤ Rmax to
∏N

k= 1 Rk
(
λcurr

k

) ≤
(

Rmax
N

)N
with the inequality of arithmetic and geometric

means. Then, we rewrite the problem in equation (10) as in
equation (11). In equation (11), we can find a closed-form
solution of λ∗. However, it is noted that we should consider
the buffer state and frame budget, and hence we need to
adjust λ∗ to guarantee that

∑N
k= 1 Rk

(
λcurr

k

) ≤ Rmax in the
practical encoder HM10.0. The proposed method is formulated
as follows.

λ∗
1, . . . , λ

∗
N = argmin

λcurr
1 ,λcurr

2 ,...,λcurr
N ,

∑N
k=1 ln(Rk )≤N ln

(
Rmax

N

)

N∑

k=1

σ

λ
prev
k

×D prev
k × λcurr

k . (11)

The Lagrangian cost function of equation (11) can be
expressed in equation (12), which is an unconstrained problem.
In addition, if Ri is replaced with equation (8), then we have

argmin
λcurr

i > 0,i= 1,...,N,u≥ 0

L
(
λcurr

1 , λcurr
2 , . . . , λcurr

N , u
)

= argmin
λcurr

i > 0,i= 1,...,N,u≥ 0

N∑

k= 1

σ

λ
prev
k

× D prev
k × λcurr

k

+ u

(
N∑

k= 1

ln (Rk) − N ln

(
Rmax

N

))
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= arg min
λcurr

i >0,αi >0,βi <0,

i=1,...,N,u≥0

N∑

k=1

σ

λ
prev
k

× D prev
k × λcurr

k

+ u

(
N∑

k=1

(
ln (αk) + βk ln

(
λcurr

k

)) − N ln

(
Rmax

N

))

,

(12)

where u is the Lagrange multiplier. In Lagrange’s theory, it
has been shown that if there is a u∗ such that equation (12)
achieves the minimum value at λ∗ = [λ∗

1, λ
∗
2, . . . , λ

∗
N ], then

λ∗ is also an optimal solution to equation (11).
In addition, since equation (12) is minimizing a convex and

differentiable function on a convex set, the KKT condition
guarantees that the KKT point λ∗ is an optimum solution.
Consequently, after some straightforward manipulations
(see Appendix), we obtain the optimal λ∗ in equation (13).

λ∗
i = −βi

D prev
i

× e

N ln
(

Rmax
N

)
−

N∑

k=1
ln αk

(
−βk

D
prev
k

)βk

N∑

k=1
βk

. (13)

As mentioned before, the summation of the CTU bit budgets
R

(
λ∗

i

)
in equation (11) should satisfy the frame budget

constraint. Thus, we can adjust λ∗
i to a proper λ∗

CT U,i such that
∑N

k= 1 RCT U,k

(
λ∗

CT U,k

)
≤ Rmax. In general, adjacent frames

in a video sequence have very high correlations that guarantee
that we can predict the associated model parameters for the
current frame from the previous encoded one. Furthermore,
equal bit allocation scheme is used for each frame in the
proposed method. To maintain a proper bit budget for the
current frame, we use a scaling factor χ of the previous frame
to update λ∗

i in equation (14). The scaling factor χ is obtained
from the actual budget R prev

act and target budget R prev
tar of the

previous frame.

χ = R prev
tar

/
R prev

act
. (14)

To satisfy the frame budget, we adjust the CTU level target
bit budget as RCT U,i = χ Ri . As a result, when replacing
RCT U,i and Ri with equation (8), we can obtain the CTU
level λ∗

CU T ,i as

λ∗
CU T ,i = χ

1
βi λ∗

i , (15)

where λ∗
CU T ,i is used to encode the current CTU.

We conducted experiments to evaluate the proposed
method (15) in low-delay video communications. The standard
video sequences with different resolutions and frame rates are
encoded. Tables V and VI summarize the simulation results of
the actual bit rates and the target ones. Experimental results
show that the proposed method can achieve a higher average
bits estimation accuracy.

B. Proposed Rate Control Algorithm

The traditional three-level bit allocation scheme has been
very successful in the H.264/AVC rate control. As a result,
JCTVC-K0103 and other rate control proposals in the

TABLE II

SYMBOLS USED IN THE DISTORTION-BASED
LAGRANGE MULTIPLIER ALGORITHM

HEVC codec follow the same structure, such as GOP level,
frame level and CTU level. Inspired by these pioneering works,
we adopted the same approach of JCTVC-K0103 with the
detailed algorithm as described as Algorithm 1. To easily
understand the following steps, the reader is referred to the
JCTVC-K0103 implementation in the HM10.0 software. The
constant exponents (e.g., in Step 2.2 and 3.3) are empirically
set in our paper. Symbols used in the proposed method are
tabulated in Table II.

V. SIMULATION RESULTS

To evaluate the performance of the proposed consistent
quality control approach, we compare it with the state-of-the-
art techniques on HM10.0 platform [33]. The experiments
are conducted on a dual-core (i3-2100@3.10G Hz) work-
station with RAM 4GB that is also used to measure the
computational complexity of our method. In the simulation,
the rate control based encoder parameters are set as
follows: RateControl (enabled), NumLCUInUnit (enabled),
LCULevelRateControl (enabled), RCLCUSeparateModel
(enabled), InitialQP (disabled), KeepHierarchicalBit (disabled)
and RCForceIntraQP (disabled). All the other encoder settings
are set identically for all methods. We have performed the
following four methods.

• HM10.0: JCTVC-K0103 rate control algorithm has been
implemented and enabled for all tests in this section.

• Choi et al. [10]: Choi’s method [10] (i.e., JCTVC-H0213)
has been implemented and compared in HM10.0.

• Lee et al. [14]: a frame-level rate control method is
implemented and tested in HM10.0.

• Proposed method: the proposed distortion-based
Lagrange multiplier method is implemented in HM10.0.

In the experiment, the first two frames (i.e., the first
intra and inter frame) are encoded by the HM10.0 scheme,
which are used to collect the corresponding model parameters.
The proposed method was evaluated with two bandwidths
(i.e., low and high bit rate) under the low-delay configurations
(i.e., P and B Main coding profile). In both coding
structures, all the representative standard sequences with
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Algorithm 1 Proposed distortion-based rate control method

unique characteristics in the format of 4:2:0 YUV were
used to simulate low-delay communications. The intra frame
period (IFP) is set about 0.5 fps.

In the results, the standard deviation of Peak Signal-to-Noise
Ratio (PSNR) and Structural SIMilarity (SSIM) [34] are the
measures for the smoothness of video quality. Besides the
above measures, the quality change between adjacent frames
is also employed, i.e.,

Vavg = 1

L − 1

∑L

k=2

∣
∣DY,k − DY,k−1

∣
∣, (16)

where L is the length of the coded video frames, and DY,k

can be the luminance Y-PSNR value or Y-SSIM of the
kth frame. Since the Y-PSNR is frequently used in comparison,
we do not explicitly distinguish PSNR and Y-PSNR in this
paper. The additional complexity is measured by

Tavg = |Tmethod − Tanchor |/Tanchor
× 100%, (17)

where Tmethod and Tanchor are the total computational
complexities of the candidate method and HM10.0,
respectively. The buffer size is set as

Bu f f er = Delay × Target , (18)

where Delay is the delay time for the real-time video bitstream,
and Target is the channel bandwidth. Delay is set at about
0.3 seconds in the simulation.

Obviously, high quality and low buffer occupancy cannot
be achieved concurrently due to a contradiction between them
in low-delay communications. In order to achieve low-latency,
the buffer size Bu f f er is set as small as possible. According to
equation (18), the buffer occupancy is mainly determined by
the target bits, which can be adjusted by changing the target
bits as well as the video quality. Fig. 3 shows four typical
buffer occupancy results under the low-delay P configuration,
which demonstrates the superiority of the proposed approach
that can achieve lower buffer occupancy and less buffer
fluctuation in comparison with HM10.0. Such an improvement
is beneficial to enhance both the video quality and the buffer
occupancy level. The buffer fullness curves in Fig. 3 show that
the proposed method has no buffer overflow whereas HM10.0
can lead to the buffer overflow. Meanwhile, our method can
provide less buffer variation (e.g., no buffer underflow) in
comparison with Choi et al. [10] and Lee et al. [14]. It is
noted that our work here is not to study the effect of buffer
overflow (or underflow) and frame-skip, but to examine the
role of the low buffer occupancy in the low-delay transmission.
We believe that if the frame-skip is enabled, HM10.0 would
give a worse quality fluctuation due to the loss of high-quality
reference frames.

Besides controlling the buffer occupancy, high quality
is also desirable in low-latency communication. In Fig. 4,
we compare the overall rate-distortion performance of the
proposed algorithm with that of HM10.0, Choi et al. [10]
and Lee et al. [14] under the low-delay P configuration.
Experiments show that R-lambda based methods (i.e., HM10.0
and our method) generally gives a better rate-distortion
performance compared to that of R-Q based methods (i.e.,
Choi et al. [10] and Lee et al. [14]). Furthermore, it can
be seen that our method outperforms the other methods
for all of bit rates. In Fig. 4 (b), our method can achieve
a significant video quality improvement. The reason is that the
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Fig. 3. Comparison of frame-by-frame buffer occupancy: (a) BlowingBubbles (0.8 Mbps), (b) BQSquare (0.8 Mbps), (c) BQMall (3.2 Mbps) and
(d) PartyScene (3.2 Mbps).

BQSquare sequence contains zoom motion, and HM10.0 has
poor estimation of encoding parameters in the raster-scanning
bit allocation, λ adjustment, and quality control. On the other
hand, our method establishes a novel relationship between
distortion and λ. Based on the new distortion model, we
obtain a computationally feasible solution to the problem
of obtaining optimal λ for consistent video quality that can
avoid the use of raster-scanning bit allocation. Consequently,
the proposed method can achieve a better compromise
between quality variation and buffer occupancy in comparison
with HM10.0. Other simulation results also verify similar
performance.

Fig. 5 shows the subjective comparison of video quality
for Baskballpass (i.e., from frame 106 to 115) under
the low-delay P configuration. The comparisons of the
reconstructed frames in Fig. 5 validate the visual quality
performance of the proposed method. As shown in the
top two rows of Fig. 5, it can be seen that our method has
a better quality in the texture area, where the numbers on the
scoreboard clearly demonstrate the superiority of our method.
In addition, distortion maps show a subjective comparison, and
small distortion indicates higher video quality. We can observe

that the fourth row of Fig. 5 is more homogeneous compared to
the third row, where the brightness is the error measure. Fig. 6
shows the case for BQSquare from frame 106 to 115. In the
results of BQSquare, the maximum SSIM variation is 0.0376
in HM10.0 while the maximum SSIM variation is 0.0230 in
our method. Simulations have presented similar performance
for all other sequences that we have tested.

Since the SSIM score is considered to be closer to
human evaluation than the PSNR value, simulation results
of subjective comparison in terms of SSIM are tabulated in
Tables III and IV. In the simulation, we first compute the
frame-by-frame SSIM score for each video sequence, and then
the standard deviation of SSIM and the average SSIM change
between adjacent frames are used as the measures of video
quality variation. In Tables III and IV, “Avg.”, “Std. dev.” and
“Vavg” represents the average SSIM, the standard deviation
of SSIM and the average quality change between adjacent
frames, respectively. It can be seen that compared to HM10.0
and Choi et al. [10], our method can achieve the highest
average SSIM scores and the lowest SSIM variations in both
the low-delay P and B Main coding structures. Meanwhile,
the average SSIM score of Choi et al. [10] is worse than that
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Fig. 4. Rate-distortion curves: (a) BlowingBubbles, (b) BQSquare, (c) BQMall and (d) PartyScene.

Fig. 5. Subjective visual quality comparisons of BasketballPass at bit rate 0.4 Mbps: (a) ∼ (j) HM10.0, proposed method, distortion map of HM10.0, and
distortion map of the proposed method (from top to bottom).

of the HM10.0 algorithm. The detailed simulation results of
SSIM can be found in Table III and Table IV.

We conducted the subjective experiment to evaluate
visual quality as suggested in [30]. There are total
fifteen subjects who participated in the test. The mean
opinion score (MOS) takes the five-point scale rule
(i.e., 5-excellent, 4-good, 3-fair, 2-poor, and 1-bad). Five
representative videos are selected as the test source, including
the following content characteristics, such as fast and slow

motion, high and low resolution. The distorted videos are the
low bit-rate reconstructed results from Table V. The results are
shown in Fig. 7, where the bigger MOS value means the better
visual quality of the decoded video stream. It can be observed
that the proposed method outperforms the other methods.

For easy comparison, the simulation results of PSNR
and the variations thereof are tabulated in Table V. In the
low-delay P coding structure, the average PSNR improvement
of our method is about 0.35 dB and 0.59 dB in comparison
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Fig. 6. Subjective visual quality comparisons of BQSquare at bit rate 0.4 Mbps: (a) ∼ (j) HM10.0, proposed method, distortion map of HM10.0, and
distortion map of the proposed method (from top to bottom).

TABLE III

COMPARISONS OF SSIM VALUES IN THE
LOW-DELAY P CODING STRUCTURE

TABLE IV

COMPARISONS OF SSIM VALUES IN THE

LOW-DELAY B CODING STRUCTURE

with HM10.0 and Choi et al. [10], respectively. The average
rate control errors of HM10.0, Choi et al. [10] and our
method are 1.54%, 1.40% and 0.08%, respectively. For the
quality variation measurement in terms of standard deviation,
HM10.0, Choi et al. [10] and our method are 2.52, 2.21
and 1.31, respectively. In addition, for the quality variation
measurement in terms of Vavg, HM10.0, Choi et al. [10] and
our method are 0.50, 1.03 and 0.21, respectively. As can be
observed from the simulation results, the proposed method
generally outperforms HM10.0 and Choi et al. [10] in terms
of the average PSNR and PSNR variations in the low-delay
P coding structure.

Fig. 7. Subjective quality comparisons between the proposed method and
the traditional algorithms.

In order to obtain a better coding efficiency, HEVC
supports the low-delay B coding structure. The associated
simulation results are shown in Table VI. In our method,
model parameters updates in equation (13) only rely on the
nearest previous frame. The average PSNR improvement of
our method is about 0.39 dB and 1.24 dB, compared to
HM10.0 and Choi et al. [10], respectively. Meanwhile, the
average standard deviations of PSNR are 2.57, 1.74 and 1.34
for HM10.0, Choi et al. [10] and our method, respectively,
while the quality variation Vavgs of PSNR are 0.48, 0.95
and 0.21, respectively. It can be seen that the proposed method
can provide a more consistent video quality compared to
HM10.0 and Choi et al. [10] in terms of the PSNR variations
under the low-delay B coding structure.

To get a consistent quality control, we employ additional
operations to compute a distortion-based λ for each CTU. Tavg

is considered as a factor to measure its complexity. Compared
to HM10.0 in the low-delay P coding structure, the Tavg value
of our method is about 3.90%, while that of Choi et al. [10]
is about 27.57% as shown in Table V. In the low-delay B
coding structure, the Tavg value of our method is about 4.98%,
while Choi et al. [10] is about 22.52%. It can be seen that the
complexity of our method is lower than that of Choi et al. [10]
in both the low-delay P and B coding structures. There
are two reasons. One is that the model parameters in the
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TABLE V

SIMULATION RESULTS IN THE LOW-DELAY P CODING STRUCTURE

TABLE VI

SIMULATION RESULTS IN THE LOW-DELAY B CODING STRUCTURE

proposed algorithm can be easily computed. The other being
the computational complexity of the R-lambda based rate
control is marginal when compared to that of the whole
encoding system. Furthermore, it should be pointed out that the
real-time concept is from the algorithm design instead of the
computer-based implementation here. Therefore, considering
the improvement in video quality, one can conclude that the
proposed algorithm outperforms HM10.0 in low-delay video
communications.

VI. CONCLUSION

This paper focuses on consistent quality control for
HEVC and introduces an efficient distortion-based Lagrange
multiplier approach in low-latency video communications.
Using the distortion of co-located CTU in the previous frame,
a new relationship between distortion and λ is established and
employed to control the video quality fluctuations. Based on
the proposed distortion model, we obtain a computationally
feasible λ in the minimization of the total distortion subject
to a given bit rate. When considered jointly with the
buffer state, the CTU level λ is further adjusted such that

the target bits satisfy the overall bandwidth of low-delay
video communication. As demonstrated in the simulation
experiments, the proposed rate control method outperforms
state-of-the-art techniques in terms of bit rate regulation, video
quality fluctuation and encoder buffer fullness.

APPENDIX

The Karush-Tuhn-Tucker (KKT) condition of equat-
ion (12) is (A.1), as shown at the top of the next page.

It is easy to check that
N∑

k= 1

σ
λ

prev
k

× D prev
k × λcurr

k

and
N∑

k= 1

(
ln (αk) + βk ln

(
λcurr

k

)) − N ln
(

Rmax
N

)
are convex

functions with respect to the variable λcurr
k . In this case, we

know that if the point
(
λ∗

1, λ
∗
2, . . . , λ

∗
N

)
satisfies the above

KKT conditions, it is a globe minimum solution for the
optimization problem (12).

In practice, the distortion and the previous λ
prev
i (i =

1, . . . , N) is a non-negative value, and hence we know that
σ

λ
prev
i

× D prev
i �= 0 for any i ∈ [ 1, 2, . . . , N ]. In this case,
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⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∂L

∂λcurr
i

= σ

λ
prev
i

× D prev
i + u

βi

λcurr
i

= 0, i = 1, . . . , N. (i)

u

(
N∑

k=1

(
ln (αk) + βk ln

(
λcurr

k

)) − N ln

(
Rmax

N

))

= 0, u ≥ 0. (i i)

λcurr
i > 0, λ

prev
i > 0, D prev

i > 0, (i i i)

σ > 0, αi > 0, βi < 0, i = 1, . . . , N.

(A.1)

we know u �= 0 in the condition (i ). As a result, λcurr
i can

be expressed as

λcurr
i = (−βi ) u

σ
λ

prev
i

× D prev
i

= u
σ

λ
prev
i

× −βi

D prev
i

. (A.2)

Substituting equation (A.2) into the condition (i i ), we can get

N∑

k=1

(

ln (αk) + βk ln

(

u
σ

λ
prev
k

× −βk

D prev
k

))

= N ln

(
Rmax

N

)

.

(A.3)

Equation (A.3) can be further rewrote as

u
σ

λ
prev
i

= e

N ln
(

Rmax
N

)
−

N∑

k=1

(

ln αk

( −βk

D prev
k

)βk
)

N∑

k=1
βk

. (A.4)

Using equations (A.2) and (A.4), λcurr
i is formulated as

λcurr
i = u

σ

λ
prev
i

× −βi

D prev
i

= −βi

D prev
i

× e

N ln
(

Rmax
N

)
−

N∑

k=1

(

ln αk

( −βk

D prev
k

)βk
)

N∑

k=1
βk

. (A.5)
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