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Efficient H.264/AVC Video Coding
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Abstract—Transform has been widely used to remove spatial
redundancy of prediction residuals in the modern video coding
standards. However, since the residual blocks exhibit diverse
characteristics in a video sequence, conventional transform
methods with fixed transform kernels may result in low efficiency.
To tackle this problem, we propose a novel content adaptive
transform framework for the H.264/AVC-based video coding.
The proposed method utilizes pixel rearrangement to dynamically
adjust the transform kernels to adapt to the video content. In
addition, unlike the traditional adaptive transforms, the proposed
method obtains the transform kernels from the reconstructed
block, and hence it consumes only one logic indicator for each
transform unit. Moreover, a spiral-scanning method is developed
to reorder the transform coefficients for better entropy coding.
Experimental results on the Key Technical Area (KTA) platform
show that the proposed method can achieve an average bitrate
reduction of about 7.95% and 7.0% under all-intra and low-delay
configurations, respectively.

Index Terms—Video coding, transform coding, 2D separable
Karhunen-Loève transform, H.264/AVC.

I. INTRODUCTION

I N A video sequence, the frames contain both temporally
and spatially redundant information. The temporal redun-

dancy is usually removed by motion estimation (ME) and mo-
tion compensation (MC), while the spatial redundancy is re-
moved by color space conversion [1], predictive coding [2]–[4]
or transform coding [5]. The efficiency of transform coding is
due to the fact that most of the block energy is compacted into
only a few transform coefficients in the frequency domain. In
H.264/AVC transform coding, a 2D separable discrete cosine
transform (DCT) (or more precisely integer cosine transform
(ICT) [6]) is used to decorrelate prediction residuals. In addi-
tion, the H.264/AVC adopts multiple transform block sizes to
improve the coding performance. For example, in the Key Tech-
nical Area (KTA) reference software [7], it supports various
transform sizes ranging from to and its successor
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High Efficiency Video Coding (HEVC) [8] standard supports up
to . Due to its high efficiency, the DCT based encoders
have been well developed, including JPEG, H.26x families [9]
and AVS families [10].
Theoretically speaking, it is well known that the DCT is

popular due to its energy compaction ability approximating
the Karhunen-Loève transform (KLT) under the assumption
of a first order stationary Markov process and Gaussian dis-
tributed source [11]. In practice, the DCT has been considered
as the most suitable transform to replace the KLT for image
compression. In image coding, the separable 2D-DCT achieves
promising performance because of high correlations among
neighboring pixels in a natural image. On the other hand, the
correlations of prediction residual blocks in the H.264/AVC
may not be high as the natural images. As a result, the DCT
would be unlikely to be the best choice for transform coding
when applied to the low correlation residuals [12], [13]. This
belief motivates many transforms that mainly fall into two
categories: fixed transforms and adaptive transforms.
Fixed transform methods are widely studied to replace the

DCT by the alternative transforms. The alternative transform
candidates can be 1D-DCT, discrete sine transform (DST) or
other predefined transform kernels. The advantages of the fixed
transform methods include existing fast algorithms and saving
of the overhead bitrate. Zeng et al. [14] proposed the directional
DCT (D-DCT) for image coding, in which the 1D-DCT is per-
formed along a certain pattern in a block. Chang et al. [15]
developed the directional adaptive block transform (DA-BT)
for image coding with two key differences comparing with the
D-DCT method: one is the ordering of the transform coeffi-
cients and the other is the choice of the transform directions. Ye
et al. [16] proposed the mode-dependent directional transform
(MDDT) for the H.264/AVC all-intra coding. In [17]–[19], sinu-
soidal transforms were proposed to decorrelate the H.264/AVC
residuals based on the observation that the DST outperforms the
DCT when the correlations are very low [5].
Adaptive transform methods have also received growing at-

tention to replace the DCT by the adaptive transform kernels.
The advantage of the adaptive transforms is that it provides
a better energy compaction than the fixed transforms, but the
transform kernels are required to be transmitted to the decoder.
Due to the transmission of the transform kernels, the adaptive
transform methods result in overhead problem. In our previous
works [12] and [13], adaptive transform methods are proposed
for residual coding, in which the transform kernels are com-
puted from the decoded block. In [20], a hybrid singular value
decomposition DCT (HSVD-DCT) method was proposed for
still image compression, where only a few big eigenvalues and
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corresponding eigenvectors are transmitted. It should be noted
that vector quantization (VQ) is used to encode these eigenvec-
tors. Lin et al. [21] proposed a 2D-SVD [22] based method for
group of intra frames (GOP) coding. The transform kernels are
obtained by the 2D-SVD method based on the GOP (GOP )
that are being encoded. Then, these transform kernels are trans-
mitted to the decoder and are used to transform the blocks in
the GOP only. Biswas et al. [23] proposed to transform the MC
residual blocks by the KLT. To save the overhead bitrate, the
transform kernels are computed by shifting and rotating the MC
block.
In this paper, we propose a content adaptive transform (CAT)

framework for the H.264/AVC-based video coding. Unlike the
traditional adaptive transform methods, the proposed method
derives the adaptive transform kernels from the reconstructed
block without causing overhead problem, since the decoder can
computed them in the same way. In addition, based on the study
of the transform coefficient distributions, we propose a spiral-
scanning method to reorder the quantized coefficients before
run-length-coding (RLC) and entropy coding. Extensive experi-
mental results show that the proposed method is able to achieve
higher PSNR gain than state-of-the-art methods in the H.264/
AVC-based video coding.
The rest of the paper is organized as follows. We briefly in-

troduce the related works in Section II. The proposed method
is then presented in Section III. The efficiency of the proposed
method is analyzed in Section IV. The simulation results are
presented in Section V and concluding remarks are given in
Section VI.

II. RELATED WORKS IN THE H.264/AVC

In this section, we review three classes of state-of-the-art
transform methods in detail: (1) directional transform methods,
(2) adaptive DCT/DST methods and (3) secondary transform
methods. It should be pointed out that all of them is proposed to
improve the H.264/AVC coding performance.

A. Directional Transform Methods

In H.264/AVC, directional intra predictions have been used
to remove the spatial redundancies. As shown in Fig. 1, the
residual samples are collected in a H.264/AVC intra-coding
experiment, where the black pixel indicates a small prediction
error and the white one indicates a large error. The prediction
errors in columns or rows will produce directional edges. For
example, in Mode 0 and Mode 1, it shows some horizontal and
vertical edges, respectively. For Mode 3, diagonal-down right
edges can be easily observed, and similarly for other modes. It
is evident that the prediction residuals exhibit different statis-
tical characteristics resulting from different prediction modes.
Based on this observation, Ye et al. [16] proposed a mode-de-
pendent directional transform (MDDT) method for intra predic-
tion residuals coding. It is known that the directional transform
is derived from the non-separable KLT. However, the non-sep-
arable KLT entails higher complexity and larger storage space.
Therefore, the non-separable KLT is replaced by the separable
directional transforms [16]:

(1)

Fig. 1. Normalized magnitudes of the directional prediction residuals in the
block intra-coding.

where denotes the transform coefficients in mode . is
the input intra residual block. and are the transform
basis trained off-line on a large prediction data set. Detail of the
training process can be referred to [24]. Note that the DCT is
used when the prediction mode is DC (i.e., ).
There are a lot of efforts spent in the directional transforms

during the past years. Cohen et al. [25] proposed a direction
adaptive residual transform method in which several 1D trans-
forms were employed along each direction and only the DC co-
efficients were further processed by the DCT. Sezer et al. [26]
used -norm regularized optimization method as a more ro-
bust way to learn the 2D separable sparse transforms for the
directional residual coding. As mentioned above, the MDDT
method took only one specific transform basis for each predic-
tion mode, so it might not give full play to its ability for intra
residual coding. From this perspective, Zhao et al. [24] extended
one basis to multiple bases. To choose the best transform basis,
the rate distortion optimization (RDO) tool was used. For ex-
ample, the RDO based transform (RDOT) [24] method used 16
kernels for an block in each prediction mode.

B. Adaptive DCT/DST Methods

Based on the analysis of the intra prediction residuals, DST
type-VII [18], [19] has been proposed to encode the directional
intra residuals. Yeo et al. [19] proposed a mode-dependent fast
separable KLT (MDFT) method that has similar coding perfor-
mance as compared with the MDDT method but requires no
off-line training. In theMDFTmethod, the statistics of intra pre-
diction residuals were studied and mode-dependent separable
KLT transform kernels were employed for the all-intra coding:

(2)

Based on the covariancemodels for various prediction residuals,
Yeo et al. [19] also proposed to use the traditional DCT basis for
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TABLE I
CHOICE OF THE KLT/DCT IN THE MDFT METHOD

Fig. 2. Flowchart of the two-layer directional transform method.

some prediction modes instead of theMDFT basis (2). The DCT
basis is formulated as:

(3)

The transform kernels of the MDFT method are summarized in
Table I.
Adaptive DCT/DST methods have been widely studied. Lim

et al. [17] explored the possibilities of using DCT/DST type-II
to decorrelate the MC residuals. Independently, Han et al. [18]
analytically derived the DST type-VII along the prediction di-
rection and proposed an asymmetric DST (ADST) method for
all-intra coding. They showed that both the upper and the left
boundaries of the block were available for prediction for the
DC mode, and hence the ADST was used. Otherwise, adap-
tive ADST/DCT kernels were used for the other modes. Saxena
et al. [27] proposed an improvement of this work that finally
was adopted in recent HEVC standard [8].

C. Secondary Transform Methods

Secondary transform methods have been developed to
improve the conventional DCT. Alshina et al. [28] used the
rotational transforms (ROT) as the secondary transform. The
ROT method provided four sets of and predefined
transform kernels for intra residuals. Dong et al. [29] proposed
a two-layer directional transform method for the MC residual
coding. As shown in Fig. 2, the Haar-based discrete wavelet
transform (DWT) is employed to quickly compact the block
energy to the LL subband in the first layer. In the second
layer, 2D non-separable directional transforms (DT) are used,
where the transform kernels are off-line trained along the four
directions .

III. PROPOSED ADAPTIVE TRANSFORM
FRAMEWORK FOR VIDEO CODING

This section presents the mathematical foundations be-
hind the proposed method. Firstly, we introduce the content
dependent 2D separable Karhunen-Loève Transform (KLT).
Secondly, based on the flowchart of the H.264/AVC intra
coding, we demonstrate the derivation the content adaptive
transform (CAT) framework. Without loss of generality, the

CAT model can also be derived in parallel for motion compen-
sation residual coding.

A. 2D Separable Karhunen-Loève Transform (KLT)

KLT is a data dependent transform, and it has been considered
as the optimum energy compacting transform if only one fixed
transform basis is used for all blocks in an image. When the
input and output block are converted to column vectors

and respectively,
1D-KLT is well known as a non-separable transform.

(4)

where is the transform basis of the 1D-KLT. In practice, we
calculate the eigenvalue decomposition of the covariancematrix
of the input to obtain the transform basis . If and
denote the covariance matrices of the input vector and output
vector respectively, then we have

(5)

where is the expectation operator.
The 1D-KLT is easy to extend to the 2D case. Sup-

pose that an image consists of non-overlapping blocks.
The separable 2D-KLT is defined same as (1),

, and the only difference is the trans-
form kernels. For example, the vertical transform kernel

is given by:

(6)

where is computed as the eigenvector of the vertical covari-
ance matrix :

(7)
where is a column mean vector of ,
and . Similarly, the
transform kernel is computed as the eigenvector of
the horizontal covariance matrix and

. Moreover, it can be derived
that when the 2D separable KLT is defined for a zero-mean
image and computed over only one block , the horizontal and
vertical covariance matrices are estimated as:

(8)

and in this case, the 2D separable KLT degenerates into the SVD
transform.
From (7), we can conclude that the 2D separable KLT is an

optimal transform for an image but not for a specific block.
However, if the transform kernels satisfy (8), it is an optimal
transform for a block. In the next section, we will introduce the
proposed content adaptive transform (CAT) framework that is
based on (7) and (8). The proposed transform kernels of the 2D
separable KLT can be calculated by method [30].
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Fig. 3. Illustration of the proposed content adaptive transform framework.

B. Proposed Content Adaptive Transform Framework (CAT)
for Video Coding

In video coding, a frame is first divided into non-overlapping
blocks for predictive coding, and then the transform coding
is performed on each residual block before quantization and
entropy coding. To improve the coding performance, the
H.264/AVC employs a quad-tree tool to segment the basic
coding unit (e.g., macroblock ) based on the rate
distortion optimization (RDO). In addition, the H.264/AVC
also employs directional prediction to find the best residual
block. After the directional prediction, the DCT is employed
to transform the intra residuals. Assuming that the th block

can be transformed as

(9)

where is the transform coefficients; and are the
horizontal and vertical DCT transform kernels, respectively.
As mentioned above, the training kernels of directional trans-

forms depend on the off-line training methods and the quality
of training data set. Moreover, the training data contains thou-
sands of directional residual blocks, some of which may be
contaminated by noise. The off-line trained kernels are then
used to transform the time-varying residuals. As a result, the
off-line trained kernels may not adapt well to the content of

Fig. 4. Illustration of the sampling operator.

the time-varying residual blocks. Intuitively, adaptive transform
kernels may provide a better coding performance than the off-
line trained ones, since they can be better adapted to the content
of the residual blocks. To obtain the high quality transform ker-
nels, we propose a content adaptive transform (CAT) framework
for video coding. As shown in Fig. 3, the CAT framework con-
sists of two crucial components: sampling unit and transform
unit. Each part of the CAT framework is discussed in more de-
tail as follows.
In the sampling unit, the down-sampling operator as a

pre-processing unit is used to rearrange the residual block
into four subsamples, . Correspondingly,
the up-sampling operator as a post-processing unit is used to
reconstruct the original block from .
In the CAT framework, the sampling process involves only
shift operations and thus the computational cost is low. The
proposed sampling operator is illustrated in Fig. 4. In the
transform unit, the block is first forward-transformed,
quantized, dequantized and inverse-transformed as:

(10)
where and are the transform kernels of the DCT;

is the quantization method in the H.264/AVC;
indicates that each element of is processed by
H.264/AVC quantization tool, including scaling and rounding
operations.
Based on the block , the separable 2D-KLT is then

used to derive the adaptive transform kernels and . For
example, as shown in top-left corner of Fig. 3, the current
input block is the 227th macroblock in the “Foreman (CIF)” se-
quence, and the residual block is predicted by intra direction

. Transform kernels
and will be updated as shown in
(11) and (12) at the bottom of the next page, where the integers
in the matrix are the approximated coefficients of the integer
transform, and the scaling factor is integrated
into the quantization scheme in the KTA platform. In this
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case, the proposed adaptive transform avoids the floating-point
arithmetic computation, and hence will not result in the drift
problem [6].
After obtaining the real-time transform kernels and ,

the other blocks will be transformed as:

(13)

and then the transform coefficient block is quantized
for entropy coding.
For the quantization, different values are designed for the

two types of blocks, where the is considered as an impor-
tant block while the other blocks are con-
sidered as ordinary blocks. The reason is that down-sampling
may result in low correlations and require more bitrate to re-
duce the quantization distortion. As a result, to obtain a high
quality , a low should be set for the block . In
order to maintain a macroblock level rate distortion cost [31],
a high is set for the blocks . Based on
Monte Carlo simulations, we select the following simple but ef-
ficient scheme:

(14)

where is the macroblock quantization parameter.
Finally, the other blocks are recon-

structed by:

(15)

The detail of the proposed CAT method is presented in Algo-
rithm 1. In the decoder, the important block is first re-
constructed. Then, the other blocks can be reconstructed by re-
peating the inverse step (13).

Algorithm 1. The Proposed CAT Algorithm

Input: The input block and frame level .

Output: The quantized transform coefficient block
.

Begin

1. The traditional DCT part.

1.1 Compute the coefficients of DCT:

1.2 Apply and for to get ;

1.3 Collect the RD cost. Note that zigzag pattern is used
as scanning table.

2. The proposed CAT part.

2.1 Apply a downsampling operator to the block ;

2.2 Compute the coefficients of DCT:

(11)

(12)
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2.3 Apply , and inverse transform for
to get ;

2.4 Collect the RD cost. Note that the spiral method is
used.

2.5 Compute the 2D separable KLT transform kernels:

2.6 Call proposed transform coding.

For

Apply , and the inverse transform for
to get ;

Collect the RD cost:

End For

2.7 Compute the overall RD cost:

3. The RDO part.

If

;

else

;

End If

End

IV. ANALYSIS OF THE CAT FRAMEWORK

This section presents the experimental analysis of the CAT
framework from various aspects. First, we study the correla-
tions among the subsamples. Second, we discuss the proposed
spiral-scanning method for better reordering of the transform
coefficients. Third, experiments are carried out to investigate
the performance of a transform size and transform coding gain.
Finally, we discuss the difference between the proposed method
and the training-based directional transform methods.

A. Correlation Analysis

In this subsection, we analyze the correlations among the sub-
samples from various block sizes in both the original frame and
its intra prediction residual. As shown in Fig. 5, “BQMall” and

Fig. 5. The first frame of “BQMall” ( ) sequence and its intra predic-
tion residual. The grey color indicates zero residual, the black indicates negative
residual, and the white indicates positive residual. (a) “BQMall”original frame.
(b) “BQMall” intra residue.

Fig. 6. Plot of the Pearson correlations among subsamples of an block
(Every block is downsampled and correlations are obtained among its
subsamples.) (a) Original blocks, . (b) Residual

blocks, .

its intra-coding residuals are used in this experiment. Correla-
tion among the subsampled blocks is
very crucial to the proposed CAT method, which determines the
energy compaction efficiency of the adaptive transform kernels.
Thus, Pearson correlation coefficient (PCC) is used to measure
the strength and the direction of a linear relationship between
two subsampled blocks:

(16)

where and are paired samples. In the statistical perspec-
tive, a correlation greater than 0.8 is generally considered to be
strong, whereas a correlation less than 0.5 is generally described
as weak.
Fig. 6 shows the PCCs among the blocks extracted

from an block by pixel rearrangement (Fig. 4(a)) for both
the original “BQMall” frame and its intra prediction residual
as shown in Figs. 5(a) and 5(b) ( ), respectively. From
Fig. 6, it is easily observed that most of the blocks are on the
upper side of the plane with the , which indicates
that the high correlations indeed exist among the subsampled
pixels in an block. In addition, the original “BQMall”
frame has stronger correlation compared to its intra prediction
residual. However, the prediction residual blocks with strong
correlations account for 66% of the total. It indicates that for
those subsampled blocks with high correlations, the proposed
separable 2D-KLT kernels can achieve better energy com-
paction as formulated by (13).
Fig. 7 further shows the PCCs among subsampled blocks of

and blocks, respectively. It can be seen that the
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Fig. 7. Plot of the Pearson correlations among subsamples of the and
blocks, respectively. (a) Original blocks,

, (b) Residual blocks, , (c) Original
blocks, , (d) Residual blocks,

.

TABLE II
CORRELATIONS OF THE INTRA RESIDUAL BLOCKS (PCC )

correlation among the subsamples increases with the transform
block sizes. For example, the PCC results of the original “BQ-
Mall” are block, , block,

and block, .
The PCC results of the “BQMall” residual are block,

, block,
and block, . In addition, Table II
shows more PCC results of different sequences, where the first
ten frames of intra residuals are used in the experiments. One
can see that the larger the transform block size, the higher is
the correlation among the subsamples, hence the higher effi-
ciency of the proposed transform kernels, which can be demon-
strated by the experimental results of block selection ratios in
Section IV-C.

B. Spiral-Scanning Table

In this subsection, we study the distributions of transform co-
efficients produced by (13). The original “BQMall” frame and
its residuals are encoded by the proposed CAT algorithm, and
experimental results for the AC coefficients of the first mac-
roblock are shown in Fig. 8. As shown in Figs. 8(b) and (d), it
can be seen that the proposed method has a better energy com-
paction performance than that of the DCT. Furthermore, we ob-
served that transform coefficients of the proposed method (13)

Fig. 8. Distributions of the DCT coefficients and the proposed method in a
blocks (only AC coefficients). (a) and (b) are obtained from the original

“BQMall” frame. (c) and (d) are obtained from its intra residual.

Fig. 9. Illustration of the spiral-scanning table. (a) spiral; (b) performance of
the proposed CAT with/without the spiral-scanning method.

are distributed along the diagonal line. Therefore, we propose
a new spiral-scanning method for the CAT algorithm to effi-
ciently reorder the quantized coefficients as shown in Fig. 9(a).
Fig. 9(b) illustrates the simulation results of “BQMall” under
all-intra coding configuration at , where a total 99
frames are used in the experiments and both the PSNR results
are about 41.6 dB. It can be seen that the proposed spiral-scan-
ning method achieves a lower bitrate than the zigzag scanning
method since it is able to extend the zero run-length, thus im-
proving the entropy coding efficiency.

C. Transform Block Size and Block Selection Ratio

To show the effectiveness of the proposed CAT framework,
we investigate the selection ratio of a transform block size under
all-intra coding configuration in this subsection. The experi-
mental conditions are the same as in Section V, and the selection
ratio is computed as:

(17)
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TABLE III
COMPARISON RESULTS OF DIFFERENT TRANSFORM BLOCK SIZE UNDER ALL-INTRA CODING CONFIGURATION ( , 27, 32, 37)

Fig. 10. The selection ratio for a transform block size. (a) ; (b) .

where is the number of blocks coded
by proposed method; is the total number of
blocks.
As shown in Fig. 3, the proposed CAT framework is imple-

mented in the KTA intra encoder. According to the quad-tree
based parsing process, the proposed method involves two trans-
form block sizes, i.e., and . The reason is that the
small blocks (i.e., ) may cost too many overhead bits. Fur-
thermore, the correlations among the subsamples of the
blocks make it not worthwhile to compute the adaptive trans-
form kernels.
Table III shows the performance of the proposed method for

two transform block sizes. It can be seen that good coding per-
formance is achieved for all test sequences. For example, an
average 0.67 dB Bjontegaard-Delta PSNR (BD-PSNR) for the

blocks and 0.40 dB BD-PSNR for the blocks
are achieved, respectively. BD-PSNR is derived from simula-
tion results with various . For sequences
with rich textures, like “Coastguard” and “Mobile”, the pro-
posed method is able to achieve very high coding gain.
In Fig. 10, four sequences with different resolutions are used

to evaluate the usage of our method for various block sizes. It
should be pointed out that the proposed method is evaluated at
the optimal rate distortion (RD) condition. As shown in Fig. 10,
high selection ratio is achieved at higher bitrate. The results sup-
port our scheme (14) in Section III-B, where high quality

can be used to derive better transform kernels. In addition,
high selection ratio for the big transform blocks can also be ob-
served in Fig. 10(a) and 10(b). It can be seen that the selection
ratio of is higher than that of in most cases (e.g.,

Fig. 11. Coding gain comparison of the DCT and the proposed method.

13/16). The reason is that the correlation among subsamples of
is higher than that of , which indicates better trans-

form kernels can be derived.

D. Coding Gain Analysis

The transform coding gain is considered as a benchmark to
measure the transform performance. It is usually defined as the
ratio of the arithmetic mean of variances of the transform coef-
ficients and the geometric mean of the variances:

(18)
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Fig. 12. Comparison of the transform coefficients between the DCT (H.264/AVC) and the proposed method. The most left encoding block is the 29th Macroblock
(MB) in the first frame of the “Foreman (CIF)” sequence, and the current predictive residual block are shown in the right-hand side; (a) is the result of the DCT
( ); (b) is the results of the proposed CAT ( ).

where is the variance of the th transform coefficient; and
is the total number of the transform coefficients.
In the 2D case, the variances of each transform coefficient are

defined as:

(19)

where is the expectation operator. Furthermore, for dis-
crete-time stationary Markov-1 signals, a separable 2D auto-co-
variance model is given by:

(20)

Using this separable model, the 2D-DCT can be derived as the
vertical and horizontal correlations and approaches 1,
respectively.
In Fig. 11, we show the average transform coding gain of the

proposed method under all-intra configuration. It can be seen
that the proposed CAT outperforms the H.264/AVC. In addi-
tion, it is observed that the average transform coding gains of
the proposed method decreases as the frame resolution changes
from to .
Fig. 12 shows a further coding gain comparison between the

H.264/AVC and the proposed method in an intra coding exper-
iment. The input residual block is from the 29th macroblock
of the “Foreman(CIF)” sequence with the intra direction

. As shown in Fig. 12(a), it is observed that
the DCT coefficients are sparsely distributed from the low
frequencies to the high frequencies. In comparison with the
H.264/AVC, the proposed method is shown in Fig. 12(b), where

blocks with four different colors denote the quantized
transform coefficients of , respec-
tively. One can see that the proposed method outperforms the
H.264/AVC in terms of less coefficients and hence distortion.

Fig. 13. Comparison of the proposed method and training based methods.

E. Comparison of the Proposed Method and the Directional
Transform Methods

Fig. 13 shows the comparison between the proposed method
and training-based directional transforms [16], [24], [29]. For
the directional transform methods, the transform kernels are
off-line trained on a large residual data set. In this situation, di-
rectional transforms can be considered as a separable 2D-KLT
with a super-large in (7). Bear in mind that all of these
processes are completed off-line and the transform kernels
are used for different video sequences. In comparison with
the directional transforms, the proposed CAT method obtains
the transform kernels adaptively from the reconstructed block.
As shown in Fig. 13, the CAT method derives the transform
kernels from the block . Due to a relatively high
correlation between block and the other three blocks
( , and ), the transform kernels have
superior energy compaction capability when applied to the
other three blocks.

F. Additional Syntax

For each block, a flag is used to notify
whether the proposed method is used. In addition, code block
pattern (CBP) is used to indicate whether non-zero coefficients
are sent, and CABAC entropy coding method is used to collect
the total bitrate consumption. For example, the overhead bitrate
is about 0.2% for “BQMall” and 0.19% for “Container” (see
Fig. 14).
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Fig. 14. Illustration of block selections under the all-intra configuration.
(a) “BQMall” ; (b) “Container” ; (c) “BQMall” coded by
the proposed method; (d) “Container” coded by the proposed method; Green
blocks are coded by our method and grey blocks are coded the H.264/AVC.

TABLE IV
TEST CONDITIONS

V. EXPERIMENTAL RESULTS

A. Test Conditions

In this section, we evaluate the performance of the proposed
method against the state-of-the-art methods in the H.264/AVC
framework. The proposed method is implemented on the KTA
reference software (JM 11.0 KTA2.6r1) [7] and Table IV gives
the general test conditions. In the experiments, the transform
block sizes are set as and . There are a total
of 41 standard sequences of different resolutions, including
CIF, W/WQ-VGA, 720p and 1080p. The experiments are
conducted on a dual-core (i3-2100@3.10 GHz) workstation
with RAM 4 GB that is also used to measure the computa-
tional complexity of the proposed method. We measure the
performance by the Bjontegaard-Delta Bit Rate (BD-BR) and
the Bjontegaard-Delta PSNR (BD-PSNR) metrics [32]. These
metrics give the average performance differences between
the H.264/AVC and proposed methods. Note that positive
BD-PSNR indicates PSNR improvement while negative
BD-BR indicates bit rate reduction. The proposed method is
compared with several state-of-the-art methods, including Ye’s
method [16], Lim’s [17], Yeo’s method [19], Biswas’s [23],
Zhao’s [24] and Dong’s [29] in terms of the above metrics.

B. Comparison of Block Selections

Fig. 14 shows two examples of the distributions of blocks en-
coded by the proposed CAT method. Figs. 14(a) and 14(b) are
the original frames of the “BQMall” ( ) and “Con-
tainer” ( ), respectively. Figs. 14(c) and 14(d) show
the blocks encoded by the proposed method, where the green
blocks are encoded by the CAT method and the grey blocks are
encoded by the H.264/AVC at . One can see that the
blocks with rich textures are frequently encoded using the pro-
posed method.

C. Bjontegaard-Delta Metric Results in the All-Intra
Configuration

Table V shows the coding performance of the proposed
method and other state-of-the-art methods under all-intra con-
figuration. Bold number indicates the best method and if there
is no bold number in a row, it means the H.264/AVC is the
best one. From Table V, it can be observed that the proposed
method achieves 38 best results from 41 cases. In addition,
it can be seen that our method can achieve significant coding
gains ranging from 0.76% to 13.61%. This means that to get
the same PSNR, our method can save up to 13.61% bitrate
compared to the H.264/AVC high profile.
From Table V, comparing to H.264/AVC, Ye’s method [16]

achieves about 0.22 dB gain of BD-PSNR or 3.72% reduction of
BD-BR on average, Yeo’s method [19] achieves about 0.15 dB
gain of BD-PSNR or 2.79% reduction of BD-BR on average,
while our method achieves about 0.55 dB gain of BD-PSNR
or 7.95% reduction of BD-BR on average. Based on the above
analysis, it can be concluded that the proposed CAT method
outperforms the best currently available methods under the all-
intra configuration.

D. Bjontegaard-Delta Metric Results in the Low-Delay
Configuration

In this subsection, we extended the proposed content adap-
tive transform framework to the motion compensation (MC)
residual coding. In the low-delay configuration, we compare the
proposed method with Lim’s [17] and Dong’s [29] method. In
the experimental results, the test condition is set as in [29] for
fair comparison.
Table VI shows the comparison results between the

H.264/AVC and the best currently available methods under
the low-delay configuration. Compared to the H.264/AVC,
Dong’s method [29] achieves about 0.17 dB gain of BD-PSNR
or 5.62% reduction of BD-BR on average, while the proposed
method achieves an average 0.34 dB gain of BD-PSNR or
7.0% reduction of BD-BR. On the other hand, Lim’s method
[17] shows little coding gain.
Finally, the computational complexities of the three methods

are summarized as follows. The complexity of Lim’s method
[17], the proposed method and Dong’s method [29] are about
105%, 110% and 123% respectively, as compared to the H.264/
AVC. FromTable VI, one can see that the proposed CATmethod
is able to achieve slightly better or comparable performance
comparing with state-of-the-art methods under the low-delay
configuration.
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TABLE V
PERFORMANCE COMPARISON BETWEEN THE PROPOSED METHOD AND STATE-OF-THE-ART METHODS UNDER THE ALL-INTRA CONFIGURATION

TABLE VI
PERFORMANCE COMPARISON BETWEEN THE PROPOSED METHOD AND STATE-OF-THE-ART METHODS UNDER THE LOW-DELAY CONFIGURATION

E. Rate Distortion Plot and Visual Quality

Fig. 15 and Fig. 16 show the rate distortion (RD) curves
under the all-intra and low-delay configurations, respectively.
The x-axis is the average bitrate of each method at

. Correspondingly, y-axis is the average PSNR
at each . Since RD curves directly show the coding perfor-
mance over the entire range, several best available methods
are evaluated, such as Ye’s method [16], Lim’s [17], Yeo’s [19],

Biswas’s [23], Zhao’s [24] and Dong’s [29]. From Fig. 15 and
Fig. 16, it can be observed that the H.264/AVC gives the lowest
coding gain whereas the CAT method achieves better or compa-
rable results as compared to the others. By taking the RD curves
of the H.264/AVC as the benchmark, it can be seen that the pro-
posed method can significantly improve the coding efficiency
under the all-intra and low-delay configurations.
Fig. 17 shows the visual quality results of the “Foreman

(CIF)” sequence under the all-intra coding configuration on



944 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 16, NO. 4, JUNE 2014

Fig. 15. Rate distortion curves under the all-intra configuration.

Fig. 16. Rate distortion curves under the low-delay configuration.

the KTA platform. The first column shows the result of the
H.264/AVC and its cropped region of about zoom for
reference, respectively. Correspondingly, the second and third
columns show the results of Ye’s method [16] and Yeo’s [19],
respectively. For comparison, the subjective performance of
our method is shown in the fourth column. As shown in Fig. 17,
there are visible differences in some regions of the decoded
frame although the improvements are not obvious. For example,
in Fig. 17(d), the texture in the red rectangle is visually more
pleasing than those of Figs. 17(a), 17(b) and 17(c). Zoom-in
parts are shown in Figs. 17(e), 17(f), 17(g) and 17(h).

TABLE VII
COMPUTATIONAL COMPLEXITY OF THE ENCODER

TABLE VIII
COMPUTATIONAL COMPLEXITY OF THE DECODER

F. Computational Complexity

In H.264/AVC, the complexity is mainly from rate distor-
tion optimization (RDO) process that is used to choose the best
coding modes. Since the proposed method is implemented in
the quad-tree structures of the KTA encoder, the additional com-
plexity is increased in the encoder. The additional complexity is
mainly from deriving the separable 2D-KLT transform kernels,
and we define that one KLT operation denotes the operations of
addition, subtraction, multiplication or division for calculating
transform kernels [30] once. When the RDO tool is on, the addi-
tional complexity is relatively high in the encoder. However, it
is worth noting that we only need to calculate transform kernels
for an block when an input block is , and the
decoder complexity will only be one operation because mode
selection is only carried out in the encoder.
The complexity of the proposed method consists of two parts:

(1) calculating the transform kernels and (2) calculating the
transform coefficients of the separable 2D-KLT (13). In gen-
eral, when the input block is ( ), the operations
are: (1) calculating the transform kernels =

, and (2) calculating the transform coefficients =
. Thus, the total operation for the proposed method

is .
Table VII summarizes the average encoding time. It can be

seen that the encoding complexity of the proposed method is
about twice that of the H.264/AVC. It is also observed that the
proposed method is more complex than Ye’s [16] and Yeo’s
[19]. It is clear that the additional complexity is from the op-
erations of updating the adaptive transform kernels. In addition,
Table VIII shows the complexity of the proposed method in
the decoder side. The average decoding complexity of the pro-
posed method compared to the KTA decoder is 108% under the
all-intra configuration. One can see that the proposed method
can be efficiently used in video coding because the increased
execution time is acceptable (e.g., 120% in the encoder and 8%
in the decoder).
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Fig. 17. Subjective coding performance comparison of the first frame in “Foreman (CIF)”. (a) is the result of the H.264/AVC and the red rectangle part is amplified
in (e); (b) is the result of Ye’s [16] and the red rectangle part is amplified in (f); (c) is the result of Yeo’s [19] and the red rectangle part is amplified in (g); (d) is the
result of the proposed CAT and the red rectangle part is amplified in (h).

VI. CONCLUSIONS

In this paper, we introduce a content adaptive transform
method for the H.264/AVC-based video coding. Based on pixel
rearrangement, we construct a novel transform coding frame-
work that utilizes adaptive transform kernels to decorrelate the
prediction residuals. Unlike the traditional adaptive transforms,
the proposed method does not need to transmit the transform
kernels to the decoder, which greatly saves the overhead bitrate.
In addition, to improve the coding performance, we propose
a spiral-scanning method to reorder the quantized coefficients
before the RLC and entropy coding. Experimental results show
that the proposed method achieves an average bitrate reduction
of 7.95% and 7.0% under all-intra and low-delay configura-
tions, respectively, as compared to the H.264/AVC high profile.
We believe that the proposed method can be further extended

in a number of directions. For example, the proposed encoding
framework can be extended to the large transform block sizes,
such as and . In addition, the proposed method
can be used in the rectangular blocks, which will benefit the
rectangular quad-tree structure, and early mode decision algo-
rithms will be designed to avoid the redundant computation of
adaptive transform kernels. Also, the proposed method can be
directly used in image compression, where high correlation is
able to improve its performance.
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