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From Logo to Object Segmentation

Fanman Meng, Hongliang Li, Senior Member, IEEE, Guanghui Liu, and King Ngi Ngan, Fellow, IEEE

Abstract—This paper proposes a method to segment object from
the web images using logo detection. The method consists of three
steps. In the first step, the logos are located from the original im-
ages by SIFT matching. Based on the logo location and the ob-
ject shape model, the second step extracts the object boundary
from the image. In the third step, we use the object boundary to
model the object appearance, which is then used in the MRF based
segmentation method to finally achieve the object segmentation.
The key of our method is the object boundary extraction, which is
achieved by searching a variation of the shape model that best fits
the local edge of the image. Affine transform is used to consider the
variations among the objects. Meanwhile, the Nelder-Mead sim-
plex method with a simple initial rough search is used to run the
boundary search. To verify the proposed method, we collect a Lo-
goSeg dataset from the web such as Flickr and Google. The MOMI
dataset is also used for the verification. The experimental results
demonstrate that the proposed logo detection based segmentation
method can improve the performance of the object segmentation.

Index Terms—Specific object segmentation, logo detection.

I. INTRODUCTION

MAGE segmentation is a fundamental task in many

high-level computer vision tasks, such as scene under-
standing [1], image retrieval [2], and object recognition [3].
In the past few decades, many image segmentation methods
have been proposed, which can be roughly classified into
two categories: non-semantic object segmentation [4], [5] and
semantic object segmentation. The first one intends to extract
some uniform and homogeneous regions from the image with
respect to texture or color properties, such as superpixels based
segmentation method [4], [S]. The second one instead extracts
the semantic object from the images, which can provide the
semantic prior of the object and benefit the high-level computer
vision tasks. Meanwhile, semantic object segmentation remains
challenging due to the difficulty of generating the semantic
concepts by low-level features.
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Fig. 1. Examples of the specific object (commodity) segmentation. Starbucks,
Fuwa and FedexTrucks are shown in the first, second and third rows, respec-
tively. The corresponding logos are shown in the last column.

Specific object segmentation is a semantic object segmenta-
tion method, which aims to extract a specific object from the im-
ages. For example, the commodities (the specific objects) may
be required to be segmented from the retrieved images as shown
in Fig. 1. The existing unsupervised or weakly supervised seg-
mentation methods have been used to achieve the specific object
extraction, such as co-segmentation [6]-[12] and weakly super-
vised object segmentation [13]-[15]. In these methods, the ob-
ject prior is implicitly expressed by assuming that the object
is contained in every image. In addition to these unsupervised
or weakly supervised segmentation methods, the learning based
method segments the specific object by first learning the object
prior in a supervised manner and then applying the prior on the
new image to conduct the specific object extraction [16]-[21].
Compared with the unsupervised manner, the learning based
method can learn more accurate object prior and result in better
segmentation results. This paper focuses on learning based spe-
cific object segmentation method.

Two problems are usually considered in the learning based
specific object segmentation method. One is how to exactly
construct the object prior from the training data. Considering
there are many object variations among the objects, such as the
changes of rotation, scale, translation, pose and shape, the gen-
erated object prior ought to be robust to these variations. The
other problem is how to successfully detect and segment the ob-
ject from the complex backgrounds. This is challenging due to
the variations of the objects and the complexities of the back-
grounds. Some examples can be found in Fig. 1, where there are
many changes among the objects in Fuwa, such as the rotation,
the scale and the poses. Meanwhile, the backgrounds may be
complex, such as the street scene in FedexTrucks.

It is also observed from Fig. 1 that the logo usually stays
fixed although the objects change significantly. The reason
is that the logo is the identity of a brand and should be
fixed to identify the referring commodity. Since the logos
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Fig. 2. The matching results by SIFT features. Six classes are shown. For each class, a pair of images randomly selected from the image group is shown.

usually share similar local texture, they can be easily matched
by the existing local region matching method. Hence, logo
extraction is easier than the object level based segmentation.
Some of the matching examples are shown in Fig. 2, where
the results of the six image pairs are displayed. SIFT features
are used for the matching. We can see that the logos are
successfully matched from the image pairs, while there are
many matching mistakes on the object. Note that the matched
logos can provide much information of the objects, such as
the location and the local appearance of the objects, which
can simplify the object extraction. Furthermore, the boundary
of the objects can be located through learning the relationship
between the logo and the object, which results in a new shape
model and more accurate object segmentation.

By extending logo to be a more general concept such as
the similar local region, the logo based segmentation method
can be applied to many specific object extraction tasks, such
as detecting and segmenting objects with specific characteris-
tics from complex backgrounds or tracking a specific object
from the video based on fixed local features. Besides apparent
applications in image and video editing, the proposed method
also can be used for several potential applications, such as
content-based image retrieval [42].

In this paper, we propose a logo based object segmentation
method, which consists of three steps (first reported in [22]). The
first step is to detect the logos from the original images by logo
matching. SIFT feature is used for the matching. In the second
step, we extract the object boundary based on the logo and the
object shape prior. Considering the changes between the object
and the object shape prior, we take the shape variations into ac-
count. For each image, we vary the shape model by affine trans-
form and search the transformed shape model that best fits the
local edge of the image as the object boundary. In the third step,
we use the regions inside and outside the boundary to form the
unary term of the Markov Random Field (MRF) based energy
function. The objects are finally segmented by the graph-cuts al-
gorithm. We collect the LogoSeg datasets from the web to verify
the proposed method. MOMI dataset is also used for the verifi-
cation. The experimental results demonstrate the effectiveness
of the proposed method.

The rest of the paper is organized as follows. The related work
is introduced in Section II. In Section III, we present our pro-
posed logo based object segmentation method. Experimental re-
sults are provided in Section IV to validate the efficiency of the
proposed model. We discuss the proposed method in Section V.
Finally, Section VI gives the conclusion of this paper.

II. RELATED WORK

In the semantic object segmentation, an accurate object prior
is required to distinguish the object from the backgrounds. In the
existing methods, the object prior is usually generated by two
methods: supervised method and unsupervised (weakly super-
vised) method. Supervised method learns the object prior from
the training data. Compared with the second one, supervised
method usually achieves better segmentation, since the object
prior can be more accurately learned by the supervised manner.
Many supervised methods have been proposed, such as the in-
teraction based method [23]-[26] and training based method
[16]-[21]. The interaction based method generates object prior
through the location and appearance of the object labeled by the
user, such as Grabcuts [25] and random walker based segmenta-
tion method [26]. However, the interaction based method is not
suitable for the realistic applications with a large number of im-
ages. Compared with the interaction based method, the training
based method can be used in more applications.

The training based method generates the appearance prior
[27], [28] or the shape prior [16]-[20] of the object based on the
training data. In this paper, we focus on the shape prior based
model. Gabor filtering feedback was employed to describe
local edge information by Wu et al. [16], which searched the
structure of the Gabor filter feedback shared by the training
images to form the common template. For a new image, the
similar structure of the Gabor filter feedbacks was searched to
obtain the common object. In the work of Ferrari et al. [17], the
common template was obtained through finding, assembling
and refining similar K adjacent segments (kAS) from original
images. By using Hough-style voting and non-rigid point
matching algorithm, similar objects can be detected from the
new images. In the work of Jiang ez al. [18], a common object
detection method that was robust to object variations such as
translation, rotation and scale was proposed. Thin plate spline
(TPS) parameterizations were used to learn the mean shape
from the annotated images, and the extended TPS-PRM algo-
rithm was used for similar contours matching in new images.
In the work of Ma et al. [19], contours were represented by
fragments of edges. The common template was generated by
affinity propagation clustering algorithm. Similar object was
then detected from new images by maximal clique computation
of the corresponding weighted graph. Region-based descriptor
rather than edge-based descriptor was used to describe local
area by Bagon ef al. [20] which employed a self-similarity
descriptor [21] to describe local region. The specific objects
were extracted from the training images base on the descriptor
matching. The common template was generated by averaging
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the obtained descriptors. For new images, objects were seg-
mented through searching the region that was most similar to
the object template.

There is also much research on imposing prior shape knowl-
edge into image segmentation [29]-[35]. Cremers ef al. in [29]
added a variational integration of nonlinear shape statistics into
a Mumford-Shah based segmentation process to guide curve
evolution, which can segment objects with misleading infor-
mation due to noise, clutter and occlusion. In [30], Cremers
et al. measured the dissimilarity between two level sets based
shape priors by computing the area of the set symmetric differ-
ence. Based on the invariant shape dissimilarity measurement,
a statistical shape prior that can encode multiple fairly distinct
shapes was introduced into level set based segmentation for ac-
curate object segmentation. In the work of Schoenemann et al.
[31], the shape prior was represented in the product space re-
ferring to the shape prior and images. The objects similar to
the shape prior can be searched on the product space (repre-
sented by graph) by Minimum Ratio Cycle algorithm. Klodt et
al. in [32] represented the shape prior in terms of moment con-
straints and added the shape prior into a convex framework for
image segmentation. Several shape based moment constraints,
such as area constraint and centroid constraint, were formulated
as nested convex sets, which resulted in the simple minimiza-
tion. Veksler et al. [33] proposed a generic shape prior named
the star shape prior, which was not specific to any particular
object, but rather applied to a wide class of objects, in partic-
ular to convex objects. The shape prior was then added into
MRF based segmentation method for accurate segmentation.
In [34], Lempitsky et al. added bounding box shape prior into
interactive based graph cut segmentation to improve bounding
boxes based segmentation. The shape prior was formulated as
the tightness between the object boundary and bounding box,
which can make the segment close to the bounding box. Das et
al. [35] represented shape prior by compact shape, which used
the directions of the connected boundary pixels to measure the
semantic of current shape. The shape prior was added into MRF
segmentation and can be minimized by graph cuts algorithm.

In addition to the supervised segmentation methods, unsuper-
vised (weakly supervised) segmentation methods automatically
generate object prior (or require less user interaction). Several
unsupervised (weakly supervised) segmentation methods have
been proposed, such as co-segmentation [6]-[12], [36]-[40] and
weakly supervised semantic segmentation [13]-[15].

The co-segmentation extracts the specific object by seg-
menting common object from a group of images [41]. By
introducing an additional foreground similarity constraint into
single image segmentation, the object can be automatically
segmented from the images. Several co-segmentation methods
[6]-[12], [36]-[39], [42] have been proposed in the past few
years.

MRF based co-segmentation method adds the constraint of
foreground similarity into traditional MRF based segmentation
model for common object segmentation [41]. The key is how
to measure foreground similarity. Meanwhile, since the fore-
ground similarity measurement makes the energy minimization
difficult, another problem is how to minimize the energy. In the
existing MRF based co-segmentation methods, the similarity
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measurements such as Ll-norm [6], L2-norm [7], reward
model [8], and Boykov-Jolly model [9], [43] have been used.
The corresponding optimization methods, i.e., trust region
graph cuts (TRGC) method [6], quadratic pseudo boolean
optimization method [7], maximum flow procedure of graph
[8], and dual decomposition [9] were also proposed for the
minimization [40]. Instead of introducing foreground similarity
into MRF model, Chu et al. in [42] proposed a MRF based
co-segmentation method from the perspective of common
pattern discovery. In the method, the foreground similarities
were represented as feature matching and were discovered by
common pattern discovery (using SIFT feature matching and
density-based clustering). Then, based on the confidence maps
obtained from the common pattern discovery, the unary term of
MRF based segmentation was designed. Finally, the Graph-cuts
algorithm was used to minimize the model for common object
segmentation. Several logos have been tested to be successfully
segmented by the method in [42]. Note that the logos in [42]
are treated as common objects, and the purpose of [42] is to
segment common logos from the image group. However, in our
method, logos are treated as local information, which are used
to locate the object and provide the appearances of the object.
Furthermore, we also consider the shape variations among the
objects for accurate object segmentation.

Apart from MRF based co-segmentation method, discrimina-
tive clustering and spectral clustering method were combined
to segment common objects by Joulin et al. in [11]. The clas-
sifier by spectral clustering technique was treated as segmenta-
tion. The classifier that best discriminates the foregrounds and
backgrounds was searched as the final co-segmentation classi-
fier. An interactive co-segmentation method was proposed in the
work of Batra et al. [43] which used an automatic recommenda-
tion system to achieve accurate common object segmentation.
In the work of Vicente et al. [44], an object co-segmentation
method was proposed. The authors first segmented the images
into a set of overlapping local regions. Then, the co-segmenta-
tion was casted as MRF setting problem which was optimized
by Loop Belief Propagation. Mukherjee et al. in [45] presented
a scale invariant co-segmentation method which was robust to
the scale variation. The fact that the matrix comprised of the
common objects should have a rank of one was used to search
the common objects. Chang et al. [46] proposed a novel global
energy term that made the energy function submodular. Hence,
Graphcut algorithm can be used to efficiently solve the opti-
mization problem. Furthermore, the co-saliency map was em-
ployed to construct the unary term of the energy function. Kim
et al. [12] segmented the common objects by diffusing the heat
among the different images according to the region similarities.

To learn the object prior, several weakly supervised learning
methods [13]-[15] focus on simultaneously learning the ap-
pearance model and labeling the pixels. For example, Vezhn-
evets et al. in [13] proposed a graphical model, i.e., multiple
image model (MIM), to recover the pixel labels of the weakly
labeled training images. The segmentation was achieved by ap-
plying the Alpha Expansion algorithm to find the approximate
MAP state of MIM. In [14], a conditional random filed based
weakly supervised learning method was proposed. In the model,
the consistency between the segmentation and training samples



MENG et al.: FROM LOGO TO OBJECT SEGMENTATION

Graph cuts based
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Logo detection

Object detection Results

Fig. 3. The flowchart of the proposed method.
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Window evaluation

(b)

Fig. 4. An example to illustrate the logo detection.

was considered. In [15], the object model was learned from the
weakly labeled training images by active learning, which alter-
natively performed the weakly supervised learning and pixels’
label for accurate learning. Because of the complexity of the
background and the variations among the objects, there is still
a substantial gap between the supervised methods and this type
of weakly supervised methods.

III. THE PROPOSED METHOD

The flowchart of the proposed method is shown in Fig. 3,
where there are three steps, i.e., the logo detection, the object
detection and object segmentation. In this section, we introduce
these steps.

A. Logo Detection

To detect the logo, we give a training image I! for each logo
l;;i = 1,---,m, where m is the number of logos. To explic-
itly infer the variables used in this paper, we show these vari-
ables in Table I. For a new image I;; where 7 denotes the j-th
image in the i-th image set I; related to logo /;, we detect the
logo I; by three steps. In the first step, image /;; is matched
with the training image I! by SIFT matching. The matching
pixels b; = {b;1, bia, - - -, bin, } in I;; related to the logo pixels
in I! (as shown in Fig. 4(a)) are selected. In the second step,
we consider the detection result as one of the initial windows
W = {wy, -, w,, } setting by sliding windows method. Each
initial window is scored by window evaluation and the best
window is selected as the final result. One example is shown
in Fig. 4.

Two aspects are considered to score the window. One is the
matching ratio (7, ) which is defined as the ratio of the number
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TABLE I
VARIABLES DESCRIPTION
Symbols Parameters
li,i=1,---,m The i-th logo
It The training image for I;
m The number of logos
I; Image set referring to [;
I The j-th image in I;
by = {bi1,bi2, -+ ,bin,}  The matching pixels of I;;
W ={wi, -, Wn,, The initial windows for logo detection
Tm The matching ratio
Ay The area of the window
A1,0 The scaling factor
z; € {0, 1} The label of pixel p;
Ul(z;) The unary term
Vi(ls, 1) Pairwise term
5,8 The original and changed shape model
of the specific object.
(z,9) The location of Logo in §

v The shape variations operator

T(v(s, @), I) Similarity measurement between v(3, )
and original image /

B The binary edge map

I3 The set of edge pixels in B

Ps The set of shape boundary pixels in B’

ds(p, B) The distance between pixel p and B

f(ds(p, B)) The similarity between pixel p and B

(z,y) The location of pixel p

T Ts, T, Ty The transform matrixes

o, 8,8 The parameters in shape transform

of matching pixels inside the windows n’ to the total number of
matching pixels ng.

!

™m = — (1)
Ny

The other is the area of the window A,,. Based on 7,,, and A,
the score of window wy, is given by

score(wy) = 1y — A - Ay )
where A; is scaling factor. We can see that the windows
covering most of the matching pixels will have large scores.
Meanwhile, for a certain set of matching pixels (such as the
matching pixels in w; in Fig. 4(b)), there are many windows
(such as wy, wo and wsy in Fig. 4(b)) that cover these matching
pixels and have the same value of r,,. Hence, the second
term, i.e., area term, is introduced to order these windows. We
believe that a small window is more compact and reasonable
than a large window, such as the window w3 compared with
wy in Fig. 4(b). Furthermore, only using the matching ratio
rm Will lead to the selection of the window covering all of the
matching pixels, such as wg. Because there may be several
wrong matching pixels that are far away from the logo, covering
these wrong pixels results in detection of a large unsuccessful
window. Hence, we use the area term to avoid these wrong
detections. It is seen that deleting these wrong matching pixels
results in a small decrease of matching ratio but dramatically
increases the area term, and finally results in a large score.

B. Object Segmentation

1) Segmentation Model: We segment the object by Markov
Random Filed segmentation method, which searches label z of
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X

Fig. 5. The shape model used in the proposed method. The origin (0, 0) of the
planar coordinate system o is the location of the logo.

image pixels that minimize the energy function represented as

= U@+ Y, Vi) 3)

zi€p (i.)EN

where z; € {0,1} is the label of pixel p;. p is the set of pixels.
The foreground has label 1, and 0 for the background. U(z;)
is the unary term which describes the probability of labeling z;
to p;. The foreground and background models are represented
as the Gaussian mixture model with parameters V{1, o1) and
N (p2, 02), respectively. To segment the specific objects of the
proposed method, the foreground model and background model
are required. Hence, we need to estimate the parameters i1, o1
and 2, o2 of the foreground model and background model.

In the second term of (3), A\ is the set of neighboring pixels.
Tow pixels are neighbors if they satisfy 3 x 3 neighbor rela-
tionship. V'(I;,1;) denotes the pixels’ consistency between two
neighboring pixels, which is usually defined as the distance be-
tween the appearances of the pixel pair. The second term makes
the labels of neighbor pixels consistency. Based on (3), the label
with the minimum energy function is searched by the graph-cuts
algorithm.

To segment the specific object, we require to obtain the ap-
pearance models of both foreground and background referring
to 1,01 and p2, 2. In our model, we estimate these parame-
ters by searching the object boundary, where the regions inside
and outside the boundary are used to generate the foreground
appearance model and the background appearance model.

2) Boundary Extraction Based on the Logo: In our method,
the detected logo simplifies the boundary extraction by two
aspects. Firstly, the logo provides the roughly location of
the objects. Secondly, the logo based object shape prior can
easily handle the changes of the object and result in successful
boundary extraction.

a) Logo Based Object Prior: The shape of the specific
object 5 extracted from any image is used as the object prior. We
also consider the location of the logo (T, 7) locating in the object
shape. Hence, the object prior can be represented as (7. 7, 5).
In the object prior, shape is represented in a planar coordinate
system xoy. The location of the logo (Z, ) is treated as the
(0,0) of zoy plane, and the shape boundary locates around the
(Z, ), as shown in Fig. 5. The relationship between (T, 7) and
the shape is represented by the location of the boundary pixels.
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Fig. 6. The variations of the shape model.

b) The Model Prior Variations: Based on the logo based
shape prior, the object is extracted by two steps. In the first step,
we treat the image as a zoy planar coordinate system, and set
the center of the detected window (g, yo) as the origin (0,0)
in the planar coordinate system. The shape model 5 is then put
into the image based xoy planar coordinate system by aligning
(Z,9) with (zg.y0). Assuming there are no variations among
the objects, the shape boundary is then considered as the object
boundary.

Since there are variations among the objects, such as the
changes in rotation, scale and pose, the initial object boundary
usually does not locate along the object boundary. Hence, in
the second step, we vary the 5 to cope with the shape changes,
which can be represented as

§=v(35 a) 4)

where « is the parameter of the variations, v is the variation op-
erator, s is the new shape. By considering the shape changes, we
obtain the object boundary by searching a variation of the shape
5 that best fits the local edge of the image, which is represented
as

o = argmin7(v(s, ), I) %)

where « is considered here since « refers to §. 7(v(35. @), I) is
the measurement of the fitness between the varied shape v(3, «)
and the local edge of the image /. By obtaining the transform pa-
rameter , the final object boundary is obtained through varying
s with the « by (4), and then aligning with the logo location
(20, Yo)-

¢) The « and v for Shape Variations: We consider the
shape changes by affine transform which contains the usual
shape variations, such as the variations of rotation, scale and
translation. For a pixel with location (x,y), the new location
(z',y") after affine transform can be obtained by

w1 g O
(¢,y9, )% | g g 0 (6)

s g 1

(«',y',1) =

where o = (g, (g, - -, (xg) is a parameter. The original shape
can be varied by adjusting different «. Fig. 6 shows several
shape variations by selecting different «v. Note that we also give
the logo location (Z, §) (red node in each image) after the affine
transform.

d) The measurement 7: To measure the fitness between
shape § derived from 5 and image /, we first extract the binary
edge map B of the image I by edge detection method. In B, the
edge pixels have value 1, and 0 for the background pixels. One
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Fig. 7. (a): The binary edge map of the original image. (b): The shape model.
(c): Example to calculate the fitness of the shape with an image edge map.

example is shown in 7(a). We denote the set of edge pixels as F;.
Then, we introduce the shape s into B3 to obtain I3’ by aligning
the logo (7, ) in § with the logo (g, yo) in I3, as shown in
Fig. 7(c). The set of pixels on the shape boundary is denoted as
P,. We can see that only the pixels on the image edge and the
shape boundary are considered for measurement.

In the fitness evaluation, we only consider the edge pixel p €
P, around the shape boundary in 5. For any pixel p € P,, we
define the distance d(p, B) between the pixel p and the image
edge DB as the smallest geometric distance between the p € p,
and the pixels p’ € P, i.e.,

ds(p, B) = arg min d(p,p’) (7
p' €Dy

where d(p, p') is defined as

d(p,p') =& -2+ (y—y)? (8)

and (z,y) and (2’, ") are locations of pixel p and p’, respec-
tively. One example is shown in Fig. 7(c), where the distance
between g and image edge (white contour) is the geometric dis-
tance d(q, ¢') between g and ¢'. The ¢’ has the smallest distance
to ¢ among the pixels of the image edge.

Based on d in (7), we evaluate each pixel p € P, by

()

a

= 0.3 = e 5(HEE) )

where o is variable referring to the width of the band around the
shape contour. Based on (9), the fitness of shape s to image I is
defined as

T(E’I) == Z f(p) = - Z f(de(pB))

peEP; pEP;

(10)

We can see from (10) that the fitness is the sum of distances
between all shape pixels to the image edge. When s fits the local
edge of the image, these shape pixels have small distances to the
image edge and result in large f(p). Thus, a small fitness value
is obtained. Otherwise, a large value is given to the shape when
the shape does not well fit the local edge of the image.

e) The Optimization: Based on (10), we can rewrite (5) by

o = arg Igi)(n — Z f(ds(p,v(3, a)))

pEP;

(1D

The object boundary can be extracted by searching « that sat-
isfies (11). To search «, we use gradient free based minimiza-
tion method, such as Nelder-Mead simplex method. However,
minimizing the cost function with respect to six parameters is
a complicated computational task, since directly searching the
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parameters may lead to an undesirable local minimal value. In
the proposed method, before applying the Nelder-Mead simplex
method, we perform a rough search in the 6-dimensional pa-
rameter space, such as working on a coarse to fine set of grids.
Since the dimension is still large for practice performance, we
use a separation performance to divide the affine transform into
5 sub-transforms and lead to two dimension search space.

Four sub-operators are considered. They are rotation, scale,
squeezing and translation, respectively. To simplify the solu-
tion, the scale is also divided into two sub-operators. One is the
scale that has same scale factors on the width and the height.
The other has different scale factors on the width and the height.
Hence, there are five sub-transforms. The transform matrixes of
these sub-transforms are expressed as

cos(f) sin(d) O 6, 0 0
T.=| —sin(d) cos(d) 0], Ts=( 0 /1 O
0 0 1 0 0 1
1 0 0 1 5 0
T'={0 8 0. T,=|8 1 0 (12)
0 0 1 0 0 1

where the transform matrixes of rotation (7)), scale (T, and
T are the first scale and second scale transform, respectively),
squeezing (7,) are shown. § is the angle in the rotation.
1, B2, O3, B4 are parameters related to the scale and squeezing
transform. For the translation transform, we simply change
the logo location (%, #) with distance 35 and (g on the row
and column, i.e., (Z + 35,7 + f). By considering T; as the
translation transform matrix, the original transform matrix 7'
can be represented as:

T=T «Ty*T, T, T, (13)

and the parameter « changes from o = {avy, -+, 06} to a =
{0,610, 06}

Although the number of parameters increases, the advantage
of the sub-transforms is that the objects usually have large
changes on two transformations, i.e., the rotation 7. and scale
(T). For the others, the objects have small changes. Hence,
we can perform the rough search by only considering the
transformations of rotation 7. and scale T,. Note that it is a
two dimensional search space that can be quickly achieved.

Based on the rough search, we then obtain the more accurate
shape by minimizing (11) using Nelder-Mead simplex method.
After obtaining o™, the object boundary is obtained by trans-
forming the original shape § with respect to a* by (4).

3) Object Segmentation: After extracting the object
boundary, the images are classified into two regions, the re-
gion I?; inside the boundary and the region I?, outside the
boundary. We consider I?; and I?, as the foreground region
and background region respectively, which are used to estimate
the parameters (11, o1) and (9, 02) for the foreground model
and background model as introduced in Section III-B1. Then
the foreground model and background model are introduced
into the unary term of the segmentation energy function in (3).
Finally, the energy function is minimized by the graph-cuts
algorithm and the object is extracted through the obtained label.
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IV. EXPERIMENTAL RESULTS

In this section, we verify the performance of the proposed
method. A Logo dataset is collected from web to verify the pro-
posed method. We also use the MOMI dataset given by [42] for
verification. Some subjective and objective assessments of seg-
mentation results are reported.

A. Parameters Setting

We first introduce the parameter setting in our experiments. In
the logo detection, the training image with simple background is
selected as logo sample. The source code of the SIFT matching
released by the author is used.! The initial window is set through
the sliding windows method. In (2), Ay = 0.1. In the object
segmentation, the number of Gaussian distribution in Gaussian
mixture model is 5 for both foreground and background model.
In the object detection, we use the method in [5] to obtain the
edge map by setting K = 50. For the ¢ in (9), we set ¢ = 5 for
the rough search and the minimization. In the rough search, the
g is searched in range of [0, 27| with step 0.2 and /3 is searched
in range of [0.5, 4] with step 0.2.

B. Results of Our Proposed Method

In order to completely verify the proposed method, we col-
lect images from the web such as Flickr and Google to form
LogoSeg dataset. In the LogoSeg dataset, there are 13 classes,
such as Adidas, Cocacola, Fedextrucks and Iphone. Some of the
images are shown in Fig. 8. It is seen that the objects have many
variations among the objects, such as the color changes of the
objects in Cococola. Meanwhile, many images have complex

Thttp://www.cs.ubc.ca/~lowe/keypoints/

Fig. 10. The results of curve extraction by the proposed method. (a)(c)(e): The
extracted boundaries by the rough search. (b)(d)(f): The final extracted object
boundaries.

backgrounds, such as street scenes in Fedextrucks. The varia-
tions among the objects and the complexities of the background
make the object extraction challenging.

We also verify the proposed method on MOMI dataset given
in [42]. In the MOMI dataset, there are 12 classes, each of which
contains three to eight images. In each class, the common pat-
tern logos or regions are contained among the images. In our
experiments, all the classes (12 classes) in MOMI dataset are
used for complete verification. The common logos or regions are
treated as the logos in our model. Because there are no training
logos in MOMI dataset, we collect the similar logos and targets
from the web to form training logos and object shape models.
The ground-truth given by [42] are used for verification.

We first show the logo detection results by the proposed
method. The results are shown in Fig. 9, where the logo is
denoted as the red dot in each image. We can see from Fig. 9
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Fig. 11. The segmentation results of LogoSeg dataset by the proposed method. The original images are shown in the row 1, 3 and 5. The corresponding results

are shown in the rows 2, 4 and 6, respectively.

Fig. 12. The segmentation results of MOMI dataset by the proposed method. The original images are shown in the row 1, 3 and 5. The corresponding results are

shown in the rows 2, 4 and 6, respectively.

that the logos are successfully detected from these images. The
successful location of the logo is caused by the stable local
textures shared by the logos. These stable local textures provide
the stable logo location to benefit the object extraction of the
following steps.

The extracted boundaries of the objects are shown in Fig. 10,
where Fig. 10(a)(c)(e) show the extracted boundaries by
the rough search. The final object boundaries are shown in
Fig. 10(b)(d)(f). We can see that the rough search can provide an
object boundary near the objects in these images. Meanwhile,
the final searching can obtain more accurate object boundary
from the background noises.

The segmentation results of the proposed method are shown
in Figs. 11 and 12, where the segmentation results of the Lo-
goSeg dataset and MOMI dataset are shown, respectively. In
Fig. 11, the test images and the corresponding segmentation re-
sults of six classes in LogoSeg dataset are displayed. The orig-
inal images are shown in the rows 1, 3 and 5. The rows 2, 4 and
6 display the corresponding segmentation results. It is seen from
Fig. 11 that the proposed method successfully segments the ob-
jects from these images with complex backgrounds, such as the
segments in Fuwa. The segmentation results of MOMI dataset
are shown in Fig. 12, where the results of eight classes are rep-
resented. For each class, we display the results of three images.
It is seen that the proposed method can also segment the objects
from these images, such as “Pisa” in class Pisa.

C. Objective Evaluation

To evaluate the performance of the proposed method, we
compare the proposed method with several existing related
methods such as the methods in [16], [12], [11] and [42]. The
method in [16] is a shape based object extraction method,
which learns the shape model from the training images by
discovering the similar local edge structures. Gabor filter is
used to describe the local edge and the edge structure. In our
experiments, the source code released by the authors is used.?
The authors in [12] propose an anisotropic heat diffusion based
co-segmentation, which first locates the similar regions among
the images by clustering method. The location is then used as
the seed to segment the object by anisotropic heat diffusion
method. The code3 released by the author is used in our ex-
periment. To improve the performance of the method in [12],
we also vary the parameters such as the segment number and
Gaussian weight for better performance. The authors in [11]
propose a co-segmentation method by combing discriminate
clustering method and spectral clustering technique. The clas-
sifier that best discriminates the foregrounds and backgrounds
was searched to achieve common object segmentation. We
perform the method in [11] using the source code released by

2http://www.stat.ucla.edu/ywu/AB/ABbasicDec292010.zip
3http://www.cs.cmu.edu/~ gunhee
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TABLE 11
COMPARISON BETWEEN THE EXISTING METHODS WITH THE PROPOSED METHOD IN TERMS OF F-MEASURE

LogoSeg
Method Adidas Coca Fedextruck  Fedexplane Fuwa Heincken Iphone Nike
[11] 0.6475 0.5537 0.5163 0.3570 0.6734 0.5976 0.4792 0.4537
[16] 0.7025 0.5888 0.5146 0.5590 0.6178 0.5318 0.5727 0.4723
[12] 0.5555 0.4320 0.4461 0.3912 0.4930 0.3745 0.4286 0.4718
[42] 0.7418 0.6911 0.5252 0.2709 0.6210 0.5830 0.7672 0.7568
Ours 0.7611 0.6680 0.6770 0.5590 0.7688 0.7554 0.7916 0.7751
Method  Redbull  Starbucks Thinkpad Vw Wang
[11] 0.4882 0.5841 0.8797 0.7177 0.6885
[16] 0.5351 0.6588 0.6098 0.5445 0.5737
[12] 0.4120 0.4814 0.6740 0.4988 0.5522
[42] 0.4854 0.5925 0.3336 0.7604 0.6550
Ours 0.6355 0.6397 0.6262 0.8851 0.7405
MOMI
Method Sulley  Starbucks Magnet USAFlag Pisa Superman  Heineken  Pringles
11 0.4387 0.1980 0.6652 0.5850 0.7904 0.1491 0.1516 0.2512
16 0.5115 0.1988 0.5231 0.2880 0.5310 0.2780 0.3929 0.4265
12 0.6065 0.1657 0.5744 0.3479 0.5800 0.1545 0.1056 0.1697
42 0.6122 0.4781 0.8107 0.8166 0.8207 0.2887 0.2244 0.2858
Ours 0.9130 0.5777 0.5688 0.9232 0.8627 0.3495 0.4425 0.2724
Method Kfc Warcraft Domino Lego
11 0.1243 0.1332 0.1280 0.0320
16 0.1466 0.0439 0.3770 0.1930
12 0.0877 0.1209 0.1400 0.0433
42 0.1939 0.3467 0.2546 0.0312
Ours 0.4391 0.5531 0.5551 0.0792

the authors.# In the experiments, Chi-square kernel is used.
SIFT features are selected for local regions representation.
In the method [42], common pattern discovery algorithm is
first performed to obtain the confidence maps representing
the potential of pixels belonging to common patterns. Then,
the MRF based energy is calculated based on the confidence
maps for common object segmentation. In our experiments,
we implement the method in [42] by Matlab code. Level-set
method is used for confidence map generation. The parameters
of the density-based algorithm are adjusted for better results.

In our experiments, F-measure is used for objective eval-
uation. F-measure is defined as %, where
Precision is the ratio of the number of successful segmented
foreground pixels to the number of segmented foreground
pixels, and RRecall is the ratio of the number of successful
segmented foreground pixels to the number of foreground
pixels in Ground-truth. A large F-measure refers to an accurate
segmentation. Note that the results of the method in [16] are
contours rather than regions. We calculate the F-measure of
the method in [16] by replacing the region and ground truth
to the rectangles exactly covering the region and the ground
truth respectively. Meanwhile, there are more than two images
in each class. We use the mean F-measure over all images to
evaluate the performance of each class. Table II concludes the
F-measures of the methods in [16], [12], [11], [42] and the
proposed method.

From Table II, we can see that the method in [16] achieves
good performance on some image groups, such as Adidas and
Pringles. Meanwhile, there are unsuccessful extractions, such
as the results of Heincken and Nike. The reason for the un-
successful extraction is caused by the shape variations among
the objects. For the method in [12], the objects are segmented

4www.di.ens.fr/~joulin

from the images such as Wang and Sulley. Furthermore, there
are unsuccessful extractions, such Iphone and Starbucks. The
unsuccessful segmentation is caused by the reason that the
method in [12] focuses on the common objects segmentation
containing similar colors, which is not suitable for the common
objects segmentation containing similar contours. The method
in [11] achieves successful objects segmentation in several
classes, such as Adidas and Pisa. Unsuccessful segmentation
is also obtained by the other classes, such as Iphone. The
unsuccessful segmentation is caused by the pose variations
among the objects. For the method in [42], the objects can be
successful extracted on several datasets, such as Adidas and
USAFlag. Unsuccessful segments are also obtained, such as
Fedextruck and Redbull. The unsuccessful segmentation is
caused by the fact that extracting common objects by common
pattern discovery can be confused by the complex backgrounds.
Compared with the existing methods, we can see that the pro-
posed method achieves the largest F-measures in many classes.
The improvements are mainly caused by two reasons. One is
that logo detection simplifies the object detection. The other is
that the shape transform is considered in the proposed method
to overcome the shape changes among the objects.

V. DISCUSSION

In this paper, we use classical SIFT feature for logo detection.
Note that other matching methods can also be used for the logo
matching. We also test the proposed method based on the other
matching methods to verify the proposed method. The F-mea-
sures of the corresponding results are shown in Table III, where
the results based on SIFT matching and SURF [47] matching are
shown. We can see that the SURF based method achieves larger
F-measures on several classes compared with SIFT matching,
such as Iphone and Starbucks. But for some classes, the lower
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TABLE III
THE RESULTS BY DIFFERENT MATCHING METHODS. SIFT MATCHING AND SURF MATCHING ARE CONSIDERED

LogoSeg
Method Adidas Coca Fedextruck  Fedexplane Fuwa Heincken Iphone Nike
SIFT 0.7611 0.6680 0.6770 0.5590 0.7688 0.7554 0.7916 0.7751
SURF 0.7221 0.6848 0.6593 0.6884 0.7417 0.6997 0.8651 0.7230
Method ~ Redbull ~ Starbucks  Thinkpad Vw Wang
SIFT 0.6355 0.6397 0.6262 0.8851 0.7405
SURF 0.6439 0.6675 0.6430 0.8160 0.7258
MOMI
Method Sulley  Starbucks Magnet USAFlag Pisa Superman  Heineken  Pringles
SIFT 0.9130 0.5777 0.5688 0.9232 0.8627 0.3495 0.4425 0.2724
SURF 0.8096 0.8125 0.5678 0.7857 0.8576 0.4133 0.4520 0.2853
Method Kfc Warcraft Domino Lego
SIFT 0.4391 0.5531 0.5551 0.0792
SURF 0.4512 0.4815 0.5868 0.0619

Fig. 13. Failure cases by the proposed method. The proposed method fails for
these classes due to cluttered background ((a) and (b)) and the similarity between
the object and background ((c)).

F-measure values are obtained by SURF based method, such as
USAFlag and Sulley. Considering all classes, the mean F-mea-
sure value of SURF based method (0.6338) is very close to the
mean F-measure of SIFT based method (0.6328), which demon-
strates that both SIFT and SURF can be used as logo detection
in our method.

In addition, it should be noticed that false segmentation will
be caused when the image contains significantly cluttered back-
ground or the object is depicted in very similar backgrounds. Ex-
amples can be found in Fig. 13(a) to (c), where some false seg-
ments can be observed. It is seen that the cluttered backgrounds
can confuse the logo detection and then result in unsuccessful
object segmentation, such as Fig. 13(a) and (b). Meanwhile, the
similarity between the background and foreground increases the
ambiguity of the segmentation task and leads to incomplete seg-
mentation, such as Fig. 13(c).

In the proposed method, the gradient free based minimization
method is used to minimize the model. In the minimization, a
precise initial value is required for the accurate search of pa-
rameters. Because we can divide the affine transform used in
the model into 5 sub-transforms and finally lead to two dimen-
sion search space, we use a rough search working on a coarse
to fine set of grids to quickly obtain the initial value. When ex-
tending the method to the model with more complex param-
eter spaces, the large number of parameters will result in a large
search space which leads to large computational cost of the grid
search method. Note that for non-real-time applications, the grid
search based method can also be used for initial value setting.
For real-time applications, other approximate initial value set-

ting methods such as random search [48] or manual search [49]
can also be used for optimization.

VI. CONCLUSION

This paper proposes a specific object segmentation method
based logo detection. In the method, the logo is firstly detected
using SIFT matching. Then the objects are segmented based
on the location of the logo and the shape model. To cope with
the shape variations, affine transform of the shape model is
considered. The best shape variation is searched by the Nelder-
Mead simplex method with a simple initial rough search. We
collect many images from the web to test the method. The ex-
perimental results demonstrate the effectiveness of the proposed
method.
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