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Abstract—In this paper, we introduce a method to detect
co-saliency from an image pair that may have some objects in
common. The co-saliency is modeled as a linear combination
of the single-image saliency map (SISM) and the multi-image
saliency map (MISM). The first term is designed to describe the
local attention, which is computed by using three saliency detec-
tion techniques available in literature. To compute the MISM,
a co-multilayer graph is constructed by dividing the image pair
into a spatial pyramid representation. Each node in the graph is
described by two types of visual descriptors, which are extracted
from a representation of some aspects of local appearance, e.g.,
color and texture properties. In order to evaluate the similarity
between two nodes, we employ a normalized single-pair Sim-
Rank algorithm to compute the similarity score. Experimental
evaluation on a number of image pairs demonstrates the good
performance of the proposed method on the co-saliency detection
task.

Index Terms—Attention model, co-saliency, similarity, Sim-
Rank.

I. INTRODUCTION

V ISUAL attention is an effective simulation of perceptual
behavior, which aims to find a salient object from its

surroundings by computing a spatial saliency map. In the past
several years, attention models have been successfully applied
to many fields, such as object recognition [1]–[3], image seg-
mentation and understanding [4], adaptive coding [5], object
tracking [6], image database querying, video retrieval and
summary [7], [8].
Effective attention can be carried out as a bottom up process

without any information about the sought for objects [9]. A
saliency-based visual attention model for rapid scene analysis
was first presented in [10], which combined multiscale image
features into a single topographical saliency map. This model
was successfully applied to object extraction from color im-
ages [11], which formulated the attention towards objects as a
Markov random field (MRF) by integrating computational vi-
sual attention mechanisms with attention object growing tech-
niques. This model was also extended to segment video objects

Manuscript received October 13, 2010; revised January 31, 2011; ac-
cepted May 02, 2011. Date of publication May 19, 2011; date of current
version November 18, 2011. This work was supported in part by the NSFC
(No.60972109), in part by the Program for New Century Excellent Talents
in University (NCET-08-0090), and in part by Sichuan Province Science
Foundation for Youths (No. 2010JQ0003). The associate editor coordinating
the review of this manuscript and approving it for publication was Prof. Zhou
Wang.
H. Li is with the School of Electronic Engineering, University of Electronic

Science and Technology of China, Chengdu, China (e-mail: hlli@ee.uestc.edu.
cn).
K. N. Ngan is with the Department of Electronic Engineering, The Chinese

University of Hong Kong, Hong Kong (e-mail: knngan@ee.cuhk.edu.hk).
Color versions of one or more of the figures in this paper are available online

at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TIP.2011.2156803

of interest such as the facial saliency model [12] and the focused
saliency model [13].
In order to extract visual attention effectively, a lot of methods

have been presented recently to deal with salient points detec-
tion. Based on the center-surround mechanism [10], a visual
saliency measure called Site Entropy Rate is proposed to com-
pute the average information transmitted from a node (neuron)
to all the others during the random walk on the graphs/network
[14]. This method uses the information maximization principle
to construct a new computational model for visual saliency. In
[15], a new type of saliency, namely context-aware saliency, is
proposed to detect the image regions that represent the scene. In-
stead of identifying fixation points or detecting the dominant ob-
ject, this work is based on four principles (i.e., local and global
considerations, visual organization rules and high-level factors)
observed in the psychological literature [16]–[19], which helps
to produce compact, appealing, and informative summaries. Re-
cently, a global contrast based method is proposed to measure
the region saliency [20].
Most of existing saliency models focus on detecting salient

objects from an image rather than an image pair. It is known
that same (similar) objects detection from multiple images has
become one of the most important and challenging problems in
computer vision and multimedia applications, such as common
pattern discovery [21], [22] , image matching and co-recogni-
tion [23]. It can be seen as a combination of similar objects
identification and co-classification tasks. The first task is to
measure the degree of similarity (e.g., structural similarity [24])
between images using a feature matching method. The second
task aims to extract the object by grouping together similar
pixels, which provides closed boundary or mask of the similar
object. Inspired by the work on simultaneous object segmen-
tation, our goal in this paper is to extract the similar objects
from image pairs.
A similar work with our approach is called ’cosegmenta-

tion’ that aims to segment the similar object from images. This
method can be traced back to the work of Rother [25], which
relies on a generative model for cosegmenting the common
parts of an image pair. To match the appearance histograms
of the common parts, this method presented trust region graph
cuts to minimize an energy with a MRF term encoding spa-
tial coherency and a global constraint. Inspired by [25], the
histogram constraint was added in [26] as the regularized
term in a segmentation objective function. MRF energy term
is used for the simultaneous segmentation together with a
penalty on the sum of squared differences of the foreground
region histograms. Instead of penalizing the difference (dis-
tance) of the two foreground histograms, a cosegmentation
algorithm was proposed to reward their similarity by using
a maximum flow procedure on an appropriately constructed
graph [27]. This method chooses a suitable measure of his-
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togram consistency, which leads to a polynomial time algo-
rithm for cosegmentation.
Recently, a discriminative clustering framework for image

cosegmentation is proposed in [28], which combines existing
tools for bottom up image segmentation such as the spectral
clustering technique and positive definite kernels. The main
idea in this work is to train a supervised classifier for maximal
separation of the foreground and background classes. The
optimal solution of the supervised learning problem is obtained
by using an efficient convex relaxation. The comparisons of
existing models and corresponding optimization techniques are
discussed in [29], which show that these methods [25]–[27]
differ only in the distance measure between the two color
histograms. Based on the analysis, this work is also extended
to the binary image segmentation by incorporating a Dual De-
composition optimization technique. In addition, some works
focus on a simplified cosegmentation method based on the user
interaction, such as [30], which discusses how to decide the
seed image among a group of related images.
In this paper, we introduce a perceptual model to describe

the similar entity (e.g., a region or object) within an image pair.
We will refer to such entity in a pair of images as co-saliency,
which is defined as follows: 1) Each region in the pair should
have strong local saliency with respect to its surroundings.
2) The region pair should exhibit high similarity of certain
features (e.g., intensity, color, texture, or shape). Given an
image pair, co-saliency is closely related to how we perceive
visual stimuli and fixate on the most valuable information from
the image pair. Compared with image cosegmentation that
partitions an image pair into different segments (i.e., similar
regions and backgrounds), saliency as a concept from human
vision implies a selection and/or ranking by importance. More
precisely, co-saliency is the subjective perceptual quality that
makes similar objects in an image pair stand out from their
neighbors and capture our attention by visually salient stimuli.
We build the co-saliency model to simulate the attention

search process for an image pair, which can be obtained by
a linear combination of the SISM and MISM. The first term
SISM focuses on a local saliency description. Three saliency
detection techniques, namely Itti’s model [10], frequency-tuned
saliency [32] and spectral residual saliency [33], are used to
generate a robust single-image saliency map. Apart from the
SISM, an important task of our method is to find the co-salient
objects from the image pair. A co-multilayer graph is designed
by performing the image pyramid decomposition, where the
similarity between two nodes can be obtained by computing
the distance of the node-pair. Notice that two types of region
descriptors, i.e., color and texture, are used to represent the
region aspects of local appearance. Finally, we use a normalized
single-pair SimRank algorithm to compute similarity scores.
Experimental evaluation on a number of image pairs shows
that our proposed method can detect co-saliency effectively. In
addition, an extension to the cosegmentation is also addressed,
which demonstrates the advantage of our proposed method.
This paper is organized as follows. Section II introduces our

proposed co-saliency algorithm. Experimental results are pro-
vided in Section III to demonstrate the effectiveness of our ap-
proach. Finally, Section IV concludes the paper.

Fig. 1. Example of the single-image saliency map. (a) Original image amira.
(b) Saliency map by [10]. (c) Saliency map by [32]. (d) Saliency map by [33].
(e) Our single-image saliency map.

II. PROPOSED METHOD

The co-saliency defined in our paper is obtained by com-
puting the single-image saliency and multi-image saliency
maps. The first is used to identify the salient regions within
each image. The second aims to measure the saliency for a pair
of images.

A. Single-Image Saliency Map (SISM)

It is widely recognized that salient object detection is very
helpful in computer vision and image processing [31]. However,
it is still a challenging task to solve this problem. In the current
literature, there is no method that can detect the saliency accu-
rately for all images. In order to achieve robust saliency detec-
tion, a weighted saliency detection method is proposed in our
work, which aims to improve detection performance by com-
bining several saliency maps linearly. The motivation of this
work is based on the idea of the voting algorithm, which is to
compute the number of times that each model is selected. As-
sume denotes an input image, while represents the corre-
sponding single-image saliency map. We have

(1)

where denotes the th normalized saliency map where
each pixel has the salient value in the range . Here, de-
notes the weight with . From (1), we can see that
if a pixel is identified as a salient pixel by most of algorithms, it
will have a high single-image saliency value. Otherwise, it can
be regarded as a background pixel.
In our work, we calculate three types of saliency maps,

namely Itti’s model saliency [10], frequency-tuned saliency
(FTA) [32], and spectral residual saliency (SRA) [33]. The first
is the well-known saliency model which mimics the visual
search process of human. The saliency map is computed using
multiscale image features in a bottom-up manner. The second
estimates the center-surround contrast using color and lumi-
nance features based on a frequency-tuned approach. The third
saliency model employs the log-spectrum of an input image,
and extracts the spectral residual of an image in the spectral
domain. The three saliency models perform the saliency detec-
tion in different ways. Advantages of each method are expected
based on such combination.
An example of the single-image saliency map is illustrated

in Fig. 1, where the original image amira is shown in Fig. 1(a).
Fig. 1(b) to Fig. 1(d) show the saliency maps extracted by the



LI AND NGAN: A CO-SALIENCY MODEL OF IMAGE PAIRS 3367

Fig. 2. Block diagram of the multi-image saliency extraction.

methods [10], [32], and [33], respectively. Difference in se-
lected regions can be observed from the results produced by
these models. For example, the gray coat is identified as a salient
object by [32], but it fails to be detected by the method [33]. The
similar case can also be found for the skin regions. However,
most of boundaries of the girl are identified as salient regions
for all methods. The single-image saliency map generated by
combining these maps, as shown in Fig. 1(e), contains all pos-
sible salient regions.

B. Multi-Image Saliency Map (MISM)

Unlike the single-image saliency map that is used to describe
the region saliency within an image, the goal of MISM is to
extract the multi-image saliency information from multiple im-
ages. Given a pair of images, the multi-image saliency is defined
as the inter-image correspondence, which can be obtained by
feature matches. It is known that the visual system relies on sev-
eral heuristics to direct attention to important locations and ob-
jects [34]. The subject is searching for a particular or interesting
object, and the attention is geared to react when it appears [35].
Therefore, if the two images contain a similar object, the object
region in each image should be assigned high visual saliency
values. It means that more visual attention will be attracted by
this object. Otherwise, low multi-image saliency values should
be considered for the dissimilar regions. According to this prin-
ciple, the multi-image saliency map of the image is defined
as

(2)

where and denote entities (e.g., pixels or regions) in images
and , respectively. represents a function that mea-

sures the similarity between two entities.
The block diagram of our proposed multi-image saliency de-

tection is given in Fig. 2, which mainly consists of four stages,
namely pyramid decomposition, feature extraction, SimRank
optimization, and multi-image saliency computation.
1) Pyramid Decomposition of an Image Pair: This stage is

used to obtain a pyramid of images with decreasing resolutions.
As a first step of the MISM computation described in Fig. 2, an
initial over-segmentation is performed by partitioning an image
into multiple regions. Each image is divided into a sequence of
increasingly finer spatial regions by repeatedly partitioning the
regions at each level of resolution. This is a pyramid decom-

position because each region at one level may be divided into
several subregions at the next level.
Given an image pair, we decompose each into multiple seg-

mentations using the methods [36] and [37]. Pixels are grouped
into “superpixels”, which are roughly homogeneous in size and
shape. A region at finer pyramid resolution level should be com-
puted with respect to the boundary of the region at the coarse
level. Here, we call the region at the coarse level as a parent-re-
gion, while the divided sub-regions are called as children-re-
gions. It is worth mentioning that there is no specific require-
ment for the over-segmentation algorithm. Any segmentation
algorithm such as the efficient graph segmentation [38] and Nor-
malized Cuts [39] can also be used.
2) Region Feature Extraction: Two properties are used as de-

scriptors of regions, i.e., color and texture descriptors. The color
descriptor is used to describe the region appearance from the as-
pect of color variations, while the second descriptor is designed
to describe the region appearance in terms of texture property.
The block diagram of region feature extraction is illustrated in
Fig. 3, which is described in the following paragraphs.
In the proposed method RGB, L*a*b* and YCbCr color

spaces are used together to represent the color feature. Each
color space is adjusted to range from 0 to 1. To create the color
visual descriptor of a region, we first represent a pixel as a
9-dimensional (9-D) color vector by combining components of
RGB, L*a*b* and YCbCr color spaces. Then all pixels in the
image pair are quantized into clusters by using the k-means
clustering algorithm. Each cluster center is called a codeword.
For each region, we simply compute the histogram by counting
the number of codewords at each bin (i.e., cluster). The color
descriptor for a region is represented by the bins of the
histogram. It is noticed that three color spaces are used to build
the color histogram. By concatenating three color spaces, we
try to consider more valuable color information from a higher
dimensional color space. In other words, we will seek a sparser
representation with an overcomplete set of basis functions.
It is shown that overcomplete representations have greater
robustness in the presence of noise, can be sparser, and can
have greater flexibility in matching structure in the data [40].
The similar idea has been applied to solve the color tracking
problem [41].
The other region descriptor used in our work is the texture

descriptor. Unlike the above color descriptor, the texture de-
scriptor is created only from RGB color space. Given an image
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Fig. 3. Block diagram of region feature extraction (e.g., the region with yellow color).

pair, we first extract patches from color images. The basic
idea is that patch feature not only considers the local variation,
but also the texture structure in terms of the neighborhood. Each
patch is concatenated to form a single vector of size . We then
perform the k-means clustering over all vectors to generate
clusters. Patchwords are then defined as the centers of the clus-
ters. We measure the frequency of patchwords and create the
texture descriptor by combining a series of histograms of patch-
words. Each component histogram represents the probability of
occurrence of each patch type (one bin per patchword). We con-
catenate the component histograms to generate the final texture
descriptor

(3)

where denotes the histogram computed for the th
region of size . The descriptor dimension is the sum of
all patchwords. The texture descriptor is normalized to sum to
unity.
3) The Co-Multilayer Graph Representation: After feature

extraction, we are ready to measure the similarity so as to infer
the co-salient object from a pair of images. We begin by de-
signing a co-multilayer graph with nodes
and edges , where the nodes denote
a set of regions. Two nodes and are connected by the di-
rected links and , which have weights and ,
respectively. An example of our co-multilayer graph model is
shown in Fig. 4, which contains three-level pyramid decompo-
sition for a pair of images. Each region is represented as a node,
which connects with other nodes by the directed edges. Note,
each node not only has links with the neighboring layers within
an image, it but also connects with other image nodes. For ex-
ample, the node in labelled as yellow color connects with
the nodes in and . It also has links with other nodes in

and .
In order to represent the edges, one must define a function

that assigns a weight to each edge of the graph. Given nodes,
we can get links between nodes. In this work, we
only consider edges between the nodes within adjacent layers.

Fig. 4. Our co-multilayer graph model.

Let and denote two nodes and and represent their level
numbers then the weight for the edge is defined as

if

if
(4)

with

(5)

where and denote the color or texture descriptor for regions
and , respectively. denotes the dimensional number of
the descriptor. is a constant that controls the strength of the
weight. denotes the chi-square distance.
4) Normalized Simrank Similarity Computation: Based on

the defined co-multilayer graph, we next measure the similarity
between two region nodes. In our work, SimRank, a link-based
similarity measure, is used to compute the similarity score of
two region nodes. As defined in area of data mining [42], the
basic intuition of SimRank is “two objects are similar if they are
referenced by similar objects”, which was first appeared in the
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data mining work [42]. Let denote the similarity score
between objects and , which is defined as

(6)

where is a decay factor between 0 and and
denote the numbers of in-neighbors and for nodes
and , respectively. The similarity can be regarded as “propa-

gating” from pair to pair, which is obtained in terms of iteration
computation.
From (6), we can see that the SimRank score depends on the

number of in-neighbors, which means that different in-neigh-
bors for nodes and will result in different SimRank scores
even if the region pair shares the same region appear-
ance. However, they are expected to exhibit the similar Sim-
Rank scores due to the similar region property. Therefore, in
this work, we employ the normalization of the SimRank score
to measure the similarity, i.e.,

(7)

From (7), we have when the nodes and share
the same sub-region nodes.
Substituting (7) into (2), the multi-image saliency map can be

rewritten as

(8)

where and denote the region nodes in an image pair .
Given a pyramid decomposition, we can choose region nodes
from different levels. In our work, we select the node-pair
from the same level.

C. Co-Saliency Map

Our goal is to extract the co-saliency map from an image pair.
We have presented the methods for computing single-image and
multi-image saliency maps. Now we are ready to extract the
co-saliency from an image pair . Let and denote
the co-saliency maps for the image pair . repre-
sents a set of regions in the image . By combining two saliency
maps (1) and (8), we have

(9)

where is a constant with that is used
to control the impact of the SISM and MISM on the image
co-saliency. and denote the MISMs obtained by color
and texture descriptors, respectively. The detailed parameter
descriptions can be found in Table I. From (9), we can see
that the co-saliency map is built by a linear combination of the
SISM and MISM. It means that a region with high co-saliency
value will not only exhibit strong single-image saliency but also
multi-image saliency. The contributions of the SISM andMISM

are controlled by the weighted coefficients . From our empir-
ical study, good performance can be achieved when takes
value between 0.5 and 0.8.

III. EXPERIMENTS

In this section, we verify the performance of our proposed
co-saliency algorithm on several image pairs, which were used
in [27] together with additional image pairs that we collected
from various databases such as Microsoft Research Cambridge
image database, the Caltech-256 Object Categories database,
and PASCAL VOC dataset. Some subjective and objective as-
sessments of detection results are reported.

A. Parameters Setting

Before the co-saliency detection, we first introduce the pa-
rameters setting in our experiments. To compute the SISM given
in (1), we adopt the same weight for each saliency map, i.e.,

. For the pyramid representation, we adopt four-level
decompositions. The number of regions from 0 to 3 levels is set
to 1, 40, 100, and 200, respectively. The original image is treated
as the first resolution level. The multi-image saliency map is
computed from the level 1 that contains about 40 regions. For
each region, we calculate the texture descriptor by (3) based on
3 3 and 5 5 patches. Here, the values of (the number of
code words) and (the number of patch words) are set to 100
for the color and texture histograms by using the k-means al-
gorithm. To compute the adjacency matrix, we set the constant

in (4), which shows good performance for most of test
images. A fast single-pair SimRank algorithm [43] is used to
compute the similarity efficiently. As stated in the previous sec-
tion, the final co-saliency map is a linear combination of SISM
and MISMs. In our work, we chose , , and

as the weights in (9).

B. Detection Results of Image Pairs

We collected 210 images (i.e., 105 image pairs), which con-
sist of human objects, flowers, buses, cars, boats, and various an-
imals, etc. Each image pair contains one or more similar objects
with different backgrounds. Most of image data are first scaled
to the maximal width or height with no more than 200 pixels.
We then manually segmented all image pairs into co-salient ob-
jects and backgrounds, which are labeled as one and zero in the
ground-truth mask, respectively. Fig. 5 shows some test images
and the corresponding ground-truth masks. More images and
masks can be found from our future website.1

In Fig. 6, we show our co-saliency detection results at dif-
ferent stages for a set of image pairs with similar objects in the
foreground but different backgrounds. The original images are
shown in the first column. The second and the third columns cor-
respond to the SISM and MISM, respectively. Our co-saliency
results are given in the fourth column. The final column shows
the co-saliency image by simply multiplying the co-saliency
mapwith the original color image. It can be seen that ourmethod
is able to extract co-saliency successfully from test image pairs.
For example, for the first image pair (i.e., banana), the second
banana image contains the complex background, which results

1[Online]. Available: http://ivipc.uestc.edu.cn/project/cosaliency/
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TABLE I
PARAMETER DESCRIPTION

Fig. 5. (a) Original image pairs. (b) Ground truth masks.

in an unsatisfied result for SISM. But ourMISM is able to recog-
nize the similar object in both images, which improves the per-
formance effectively. For the second image pair (amira), most
of object parts are identified as high co-saliency regions using
our algorithm such as the face and coat. For the third image
pair (dog), better results are achieved for both SISM andMISM,
which yield identical co-saliency results.
We next evaluate our method on a set of complex image

pairs, which contain foreground objects with higher appearance
variations or backgrounds with complex scenes. Some original
image pairs are shown in Figs. 7(a), 7(b) and 7(e), 7(f). The
corresponding results are represented in Figs. 7(c), 7(d) and
7(g), 7(h), respectively. Experimental results show that good
performance for detecting co-salient objects can be achieved
by our method. For the first image pair (llama1) in Fig. 7, the
object is difficult to distinguish from the background making it
a challenging image to detect. However, our method correctly
identifies co-salient regions for both llama images. The second
image pair contains a human face with different backgrounds.
Although backgrounds are very complex, most of regions with
high co-saliency values are extracted with respect to the co-at-
tention object (human face). Unlike the above images, many

Fig. 6. (a) The test images (i.e., banana, amira, and dog). (b) SISMs.
(c) MISMs. (d) Co-saliency maps by our method. (e) Co-saliency images
w.r.t. (d).

image pairs consist of similar objects with high variability in
shape, size or view. For example, the flower, elephant, and
crocodile image pairs appear with different solutions or views.
It is shown that our method still yields good results to identify
the co-salient objects.
We also evaluate our method on a set of image pairs con-

taining multiple objects. Some example images are shown in
the first two columns in Fig. 8. The results by our methods are
illustrated in the last two columns of Fig. 8. Experimental re-
sults show that our method can detect co-salient multiple ob-
jects from an image pair. For example, two cows with different
colors are shown in the first row of Fig. 8, which exhibit dif-
ferent poses. Both of them are identified as salient objects by
our method. The similar results can be found for other image
pairs, such as a group of ducks and two sheep that are shown in
the second and the third rows, respectively. It should be noticed
that since the proposed method adopts the color and texture fea-
tures to describe the region, it is still a challenging work for
the co-saliency detection for the objects with higher intra-class
variations (e.g., the bears in the fourth row of Fig. 8). We be-
lieve that other features such as the shape feature may be useful
for improving the performance.

C. Objective Evaluation

In order to evaluate the quality of our proposed method, we
perform an objective comparison by computing the salient de-
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Fig. 7. Experimental results for single objects. (a)-(b) and (e)-(f): Original image pairs. (c)-(d) and (g)-(h): Results by our method.

gree between the extracted co-saliency map and our hand-an-
notated ground-truth mask. The comparison between an algo-
rithm’s output and the ground truth is based on three evalu-
ation metrics, i.e., Precision (Pre), Recall (Rec), and F-mea-
sure (F). For a pair of images, the Precision is defined as the
ratio of correctly extracted regions to all the extracted regions,
while the Recall is the ratio of correctly extracted regions to the
ground-truth regions. F-measure is computed by the weighted
mean of precision and recall [32], which can be expressed as

(10)

Here, we set that was also used in the work [32].
We compare our result with the existing works for saliency

detection [14], [15] and [20]. The first method presents a
computational model for visual saliency derived from the infor-
mation maximization principle. To compute the saliency spots
of an image, the model first extracts a number of sub-band fea-
ture maps using learned sparse codes [14]. We implement this
method using the source code give by the authors, which can

be downloaded from http://idm.pku.edu.cn/staff/wangwei/soft-
wares/SiteEntropyRate.rar. The second method aims at de-
tecting the image regions that represent the scene [15]. The
unique parts of the background as well as the dominant objects
would be marked salient by this method. We also use the
source code given by the authors, which can be downloaded
from http://webee.technion.ac.il/labs/cgm/Computer-Graphics
-Multimedia/Software/Saliency/Saliency.html. The third
method introduces a histogram-based approach for saliency
detection, while employing a smoothing procedure to control
quantization artifacts [20]. We adopt the executable file released
by the authors, which can be downloaded from http://cg.cs.ts-
inghua.edu.cn/people/~cmm/saliency/Saliency.msi. Note that
all the results are computed by using the default parameters
given by the source codes.
In order to compute the evaluation metrics, an adaptive

threshold in [32], [33] is first employed to obtain the binary
saliency map. The adaptive threshold value is determined as
two times the mean saliency of a given image. For all images,
the comparison is shown in Fig. 9(a), which indicates that the
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TABLE II
PERFORMANCE EVALUATION BY OBJECTIVE CRITERION.

Fig. 8. Experimental results for multiple objects. (a)-(b): Original image pairs.
(c)-(d): Results by our method.

similar performances are achieved for the existing methods
[14], [15] and [20]. The figure clearly shows that our method
detects the co-saliency more accurately with the highest pre-
cision, recall and F-measure. Compared with the method [14],
our method achieves about 45.41% and 45.81% improvements
of recall and precision,respectively. Table II shows the detailed
results of some images for our method and the methods [14]
and [15]. From Table II. We can see that some detection results
are very close to the ground truths by using our method, such as
banana, amira and coke etc. In order to evaluate the proposed
method sufficiently, we also vary this threshold from 0 to 255,
and calculate the precision and recall at each value of the
threshold. Note that each saliency map will be normalized in
the range of . The curve of the precision versus recall is
shown in Fig. 9(b). This curve provides a reliable comparison
of how well various saliency maps highlight salient regions in

Fig. 9. Evaluation results for 210 images. (a) Precision-recall bars for adaptive
thresholds. (b) Precision-recall curves for varying thresholds.

images. It can be seen that our method achieves the highest
precision for most of recall values, which demonstrates the best
performance on the dataset.

D. Extension to Cosegmentation

As stated in Section II, many approaches were proposed to
address the cosegmentation problem in terms of different op-
timization techniques [29], such as the L1 norm model [25],
L2 norm model [26], and the “reward” model [27]. For a given
co-saliency map, with saliency values in the range , the sim-
plest way to obtain a binary mask for the salient object is to
threshold the saliency map at a certain threshold. In this work,
we extend our method to the cosegmentation by using an opti-
mized clustering algorithm rather than the simple thresholding
method.
Given co-saliencymaps, this work uses the iterative graph cut

optimization method [44] to perform the cosegmentation within
each image. In order to achieve the min-cut optimization, an en-
ergy function based on two cost functions (i.e., the data cost and
the smoothness cost) should be defined. We use the co-saliency
as the data cost for the first graph cut optimization that as-
signs each node to the object or background label in RGB color
space. The color distributions for background/foreground sep-
aration are modeled as Gaussian mixture models (GMMs) that
can be referred to our previous work [45]. The Gaussian mixture
models with 10 components are employed to describe the object
and background colors, respectively. The mean and covariance
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Fig. 10. Comparison of results of co-segmentation with other methods. First
row: Original image pairs including stone, amira, llama, and horse. Second row:
Results by the method [28]. Third row: Results by the method [27]. Fourth row:
Results by our method.

of a component can be estimated based on the k-means algo-
rithm. After the first min-cut optimization, we use the extracted
mask to perform the second round graph cut optimization.
Fig. 10 shows the comparison results with other methods. The

original image pairs are given in the first row of Fig. 10 in-
cluding stone, amira, llama, and horse. The result by themethod
[28] is shown in the second row of Fig. 10, which is obtained
by using the source code given by authors (see www.di.ens.fr/
~joulin). Note that the superpixel codewas tested using the work
[36]. The parameters are set to 0.0015 for stone, amira, and
horse, 0.001 for llama, respectively. We can see that better re-
sults can be found for the stone and horse image pairs. Due to
the similar color between the objects and the backgrounds in the
llama and amira images, many background regions are also de-
tected as the objects. The third row of Fig. 10 shows the result by
the method [27], where the results of amira and llama are given
in the original paper. Other results including stone and horse
are obtained by using the source code provided by authors. It
can be found that most objects of interest except for amira and
horse images are segmented successfully. Our extension results
are shown in the fourth row of Fig. 10, which shows that our
cosegmentation extension is comparable to the state of the art
methods in [27] and [28].

IV. DISCUSSION AND CONCLUSION

We propose a co-saliency model, which is determined by the
weighted combination of the SISM and MISM. The goal of the
MISM is to measure the similarity between an image pair, while
the SISM is to find the local salient regions within each image.
They are expected to contribute to the co-saliency in different
aspects. An example of detecting co-saliency from a pair of
moto images is illustrated in Fig. 11. We compute the evalua-
tion metrics based on the above adaptive thresholding method.
If only the MISM is used to generate co-saliency, about 0.7244,
0.2474, and 0.2917 can be obtained for the Recall, Precision,
and F-measure, respectively. If only the SISM is used to gen-
erate co-saliency, about 0.7671, 0.4375, 0.4857 can be achieved
for the Recall, Precision, and F-measure, respectively. By com-
bining them together with and , we get
0.7598, 0.7440 and 0.7476 for the Recall, Precision, and F-mea-
sure, respectively, which show the better performance than the
previous cases.

Fig. 11. (a) A pair of moto images. (b) Ground truth masks. (c) Result of the
SISM. (d) Result of the MISM. (e) Co-saliency results by setting ,

, and .

Fig. 12. Precision-recall curves for three cases, i.e., SISM, MISM, and
SISM+MISM.

To further investigate the contributions of SISM and MISM
on the co-saliency detection, we also compute Precision, Recall
and F-measure metrics in different cases, i.e., SISM, MISM,
and SISM+MISM by setting , respectively.
The curve of the precision versus recall for 210 test images is
shown in Fig. 12, which shows that the combination of SISM
and MISM achieves the highest precision for most of recall
values. The result also demonstrates the effectiveness of our
proposed co-saliency model.
In conclusion, we have presented a method to identify co-at-

tention objects from an image pair. This method provides an
effective way to predict human fixations within multi-images,
and robustly highlight co-salient regions. We generate the SISM
by computing three visual saliency maps within each image.
For the MISM computation, we introduce a co-multilayer graph
using a spatial pyramid representation for the image pair. Two
types of descriptors (i.e., color and texture visual descriptors)
are extracted for each region node, which are then used to com-
pute the similarity between a node-pair. Finally, we employ a
fast single-pair SimRank algorithm to measure the similarity
based on the normalized SimRank score. Experimental results
were obtained by applying the proposed method to several
image pairs. It has been shown that our method achieves good
performance for the co-salient objects detection. In the future,
we hope to incorporate more visual features (e.g., shape and
contour features) to further improve the performance. Also
extensions to many potential applications such as the image
retrieval, semantic object discovery and co-recognition will be
investigated.
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