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Fig. 3. Slow-wave factors versus frequency for modified CPS with 3 dif-
ferent outer slot widths and conventional CPS (substrate: ¢ = 9.9, thick-
ness: 25 mil).

TABLE 1
CPS DIMENSIONS

CONCLUSION

A new configuration of coplanar stripline has been proposed and
analyzed using both quasi-static and fullwave analysis. The mod-
ified configuration offers several advantages over conventional CPS.
First, line to line coupling is reduced because of the isolation pro-
vided by the ground planes. Second, the parasitic TE, dielectric
slab waveguide mode, which plagues conventional CPS, is elimi-
nated. Finally, flexibility in obtaining lower characteristic imped-
ances is added by the possibility of adjusting the outer slot width.
This configuration of CPS should be useful in the realization of
balanced lines with high isolation.
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Case a Case b Case ¢ Case d
Inner slot width (mm) .635 .635 .635 .635
Conductor width (mm) .635 .635 .635 .635
Outer slot width (mm) oo 1.27 .635 3125 o
TABLE 1
COMPARISON OF SLOW WAVE FACTORS CALCULATED BY QUASI-STATIC AND
FUuLL WAVE ANALYSES
Case b Case ¢ Case d
Quasi-static value 2.12 2.16 2.20
Fullwave Analysis (5 GHz) 2.13 2.19 2.23
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Fig. 4. Variation with outer slot width of the characteristic impedance of
modified CPS. (Inner slot width: .635 mm, substrate thickness: .635 mm,
€x: 9.9)

quasi-static values of the propagation constant and characteristic
impedance reduce to those given for conventional CPS [7]. While
it is not completely consistent, it may be more accurate to replace
€.¢ in the quasi-static expression for characteristic impedance with
the value of e, calculated using the spectral domain approach as
was done in [8].
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A Dispersive Boundary Condition for Microstrip
Component Analysis Using The FD-TD Method

Zhiqiang Bi, Keli Wu, Chen Wu, and John Litva

Abstract—A dispersive absorbing boundary condition (DBC) is pre-
sented, which allows the dispersion characteristics of waves to be used
as a criterion for designing absorbing boundary conditions. Its absorb-
ing quality is superior to that of the presently used Mur’s first order
boundary condition for microstrip component analysis, and, as well,
its implementation is much simpler when compared to that of the
‘‘super boundary condition’’ treatment. Due to the significant per-
formance improvement of the new boundary condition, the memory
requirement can be reduced greatly when applying this boundary con-
dition to microstrip compenent analysis.
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I. INTRODUCTION

Recently, FD-TD methods have been used to calculate the fre-
quency-dependent characteristic of microstrip discontinuities [1]-
[3], microstrip components and simple microstrip antennas {4] and
complex microstrip antennas [5], [6]. All of these calculations have
shown the FD-TD method to be a very powerful tool for microstrip
component and antenna analysis because it has the following two
desirable attributes. First, it can be applied to problems exhibiting
a complex structure which may be very difficult to solve using other
analytical or numerical methods. Second, only one computation is
required to get the frequency domain results over a large frequency
spectrum. However, this method has one significant drawback,
which is that it requires very large computer memories, even for
the analysis of very simple microstrip lines and coplanar wave-
guides [1]-[3]. One of the first approaches to be tried for reducing
the memory requirement is to use a good absorbing boundary con-
dition so that a smaller computational domain can be used. The
authors of earlier papers have used the one dimensional absorbing
boundary condition or Mur’s first order absorbing boundary con-
dition (ABC), which is not accurate enough for microstrip analysis,
especially for high dielectric constant microstrip components. The
reason for this is tied to the fact that, when a gaussian pulse travels
on the microstrip line, the velocities of fields are different for dif-
ferent frequencies due to the dispersion property of microstrip line
or coplanar line. When applying Mur’s first-order ABC it is found
that it falls short of the mark because it is an effective absorber of
waves at only one phase velocity or one frequency.

The purpose of this paper is to investigate a dispersive boundary
condition (DBC) which can absorb waves over a wide frequency
band. The performance of this DBC is much better than that of the
presently used Mur’s first order boundary condition [2]-[4], and
its implementation is much easier compared with that of ‘‘super
boundary condition”’ treatment of [2] and [3]. The significant im-
provement in performance of the present DBC compared with oth-
ers will be demonstrated with the numerical analysis of a microstrip
line.

II. DisPERSIVE BoUNDARY ConpiTiON (DBC)

In most FD-TD analysis of microstrip components, such as mi-
crostrip lines, basic microstrip discontinuities and microstrip an-
tennas, the major direction of the power flow is in the waveguided
direction (for a microstrip line, in the metal strip direction). The
sideways leakage and radiation are small due to the guiding nature
of the metal strip and the high-dielectric constant of the substrate.
This is quite similar to the one dimensional propagation case. Based
on the above observation, papers [2]-[4] use the following one di-
mensional boundary condition or Mur’s first order boundary con-

dition:
3 149
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where E represents the tangential electric field component relative
to the boundary wall and v; represents the velocity of propagation
of the fields. Since the above boundary condition can only be op-
timized for a wave whose frequency corresponds to the velocity,
v;, the magnitude of the energy reflected by the boundary can be
quite large due to reflections at other frequencies. Here, we present
a dispersive boundary condition which can absorb fields over a wide
frequency band.

It can be proved that the following boundary condition can ab-

sorb plane waves traveling to the right with velocities v, and v,:
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Therefore the above equation is equal to zero if v is equal to one
of the velocities. So, the boundary condition (2) can absorb any
linear combination of plane waves propagating with velocities v,
and v,. By concatenating several absorbing boundary conditions
(1), the number of the absorption velocities can be increased. A
dispersive wave can be decomposed into many different frequency
components. Each frequency component corresponds to a plane
wave with velocity v, which is determined by the dispersion rela-
tion:

v =v(f) @

where f is the frequency and v(f) is any form of function which
depends on the analyzed structures. So, if v; and v, are determined
by the dispersion relation v = v(f), boundary condition (2) be-
comes a multifrequency absorbing boundary condition or a disper-
sive boundary condition (DBC).

Actually, Keys and Higdon’s angle absorbing boundary condi-
tion [7]-[9] can also be described in terms of (2). In their work,
they choose the velocity v according to the relation v; = ¢ /cos 6;,
where c is the propagation velocity of wave, and §; is the incident
angle of the wave with respect to the z-axis. The reason they can
make this choice for the phase velocity is due to the following fact:
A plane wave with velocity ¢ and angle § can be expressed as

: t—z) )

E@,7) = E(ct — zcos 6) = E<
cos 6

along the z-axis. Moreover, an arbitrary wave can be decomposed
into a summation of plane waves with different angles, i.e.:

c

E®t, 7) = 2 Ei(ct — zcos 6) = ZE,»( - z>. (6)

cos 6;

The implementation of the dispersive boundary (2) can be real-
ized by employing operators. Let us define the shift operators I, z
and K, by the following:

IE} = E} )
ZE" = E**! ®)
KE} = Ei; )]

where i is the space position index and # is the time index. The
difference equation of (1) is

Ey - Ey - viEW ' —Ey-) =0 (109
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and E) represents the tangential electric field component on the
boundary and E,, _, represents the tangential electric field compo-
nent a distance of one node inside the boundary. The boundary
condition (10) can be expressed by the operators:

U-Z'K;'— v(@Z' — K;NEY = (13)
or
B,El, =0 (14
where,
B =1-Z"'K'-~(Z"'-K;Y (15)

is defined as the difference boundary operator. The difference
boundary operator B for the dispersive boundary condition given
by (2) can be obtained in the following way:
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From the above boundary operator, we can get the final second-
order dispersive boundary condition:
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III. NUMERICAL RESULTS

Using the above dispersive boundary condition, we carry out an
analysis on a mictrostrip line. Fig. 1 gives the effective dielectric
constant calculated using the FD-TD method. The analysis is car-
ried out by applying both the dispersive boundary condition and
Mur’s first-order boundary at the end of the microstrip line, while
at the other walls we only use Mur’s first-order boundary condi-
tion. The curve identified by crosses was obtained by using a com-
putation domain which is as large as that used in [1] so that the
time domain data can be truncated before reflections from the
boundary occur. This is an exact result in the sense that it is free
of any boundary effects. The curve idenitifed by circles was ob-
tained by using the DBC and using only one third of the former
computation domain. In the DBC, the velocities v, and v, were
determined by. using values 7.12 and 8.50, respectively, for the
effective dielectric constant. The above two lines overlap exactly
in this figure. The dashed line results from using Mur’s first order
ABC and the smaller computation domain. In Mur’s first-order
ABC, the velocity is determined by using an effective dielectric
constant of 7.12. This result shows that by using the DBC, the
computation memory requirement can be reduced greatly. In Fig.
2 is shown a propagating E,-pulse in the time domain, as well as a
residual signal due to reflections at the boundary of the computa-
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Effective Dielectric Constant

Frequency GHz

Fig. 1. Effective dielectric constant of a microstrip line. The cross dotted
line: Using very large computation domain. The circular dotted line: Using
DBC and smaller computation domain. The dashed line: Using Mur's first
order ABC and smaller computation domain.
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Fig. 2. Field reflection in time domain due to boundary conditions. (a)
Incident waves and reflected waves from the boundary conditions. Solid
line: first order ABC, ¢, = 7.12 Dashed line: DBC, ¢,.5, = 7.12, €,05»
= 8.50 (b) Reflected waves from the boundary conditions. Solid line: first
order ABC, ¢,.y = 7.12. Dotted line: first order ABC, ¢, = 8.12. Dashed
line: DBC, €., = 7.12, €., = 8.50.
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Fig. 3. Numerical experiment reflection coefficient for a microstrip line.
Solid line: first order ABC, €,.7 = 7.12. Dotted line: first order ABC, ¢,.4
= 8.12. Dashed line: DBC, €,,5, = 7.12, €,.52 = 8.50.

tion domain for both DBC and Mur’s boundary condition. In the
DBC, €51 = 7.12 and €,,5, = 8.50 are used to determine the two
velocities. In Mur’s first-order ABC, €,y = 7.12, 8.12 are used to
determine the velocity, respectively. From this result we see that
in the time domain the refiections from the computation domain
boundary are greatly reduced using DBC: in fact, DBC reflections
are an order of magnitude less than those from the first-order
boundary conditions. The numerical reflection coefficients for both
DBC and the first-order boundary conditions are given in Fig. 3.
This figure shows that DBC absorbs the wave over a large fre-
quency band, i.e., the reflection coefficient is less than —45 dB
from O to 20 GHz, where €5, = 7.12 and €,.42 = 8.50 are used
for the DBC. For the first-order condition, the reflection coeffi-
cients are less than —45 dB only over the ranges from 0 to 3 GHz
when €,,; = 7.12, or from 5 to 8 GHz when ¢, = 8.12.

IV. CONCLUSION

The dispersive boundary condition allows the dispersion of waves

to be incorporated into the design of an absorbing boundary con- -

dition. This feature can be very useful when the dispersion for a
major outgoing wave is known. Both the validity and the efficiency
of the DBC have been demonstrated by carrying out analyses on a
microstrip line. With DBS, the memory requirement for FD-TD
analyses of microstrip components and antennas can be greatly re-
duced.

The main difference between DBC and ABC is that DBC is de-
signed to optimize the boundary condition according to the disper-
sion characteristics of waves, while ABC is designed to optimize
the boundary condition according to the propagation direction of
the waves. The introduction of the concepts which are the basis of
DBC is specially important for study of absorption for strongly
dispersive waves, such as occurs in conductor waveguides and di-
electric waveguides. The further application of the proposed DBC
to waveguide component analysis has been investigated in a sepa-
rate paper [10]. Based on the ideas presented in this paper, some
ABC'’s can be modified into DBC’s.
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New Broadband Rectangular Waveguide with
L-Shaped Septa

Pradip Kumar Saha and Debatosh Guha

Abstract—Rectangular waveguides with double L-shaped septa—
variants of Double T-Septa Guides (DTSG) [1], [2]—have been ana-
lyzed theoretically and are proposed as new broadband waveguides.
Results indicate that significant improvement in cutoff wavelength and
bandwidth in particular should be available with L-shaped septa in
antisymmetric configuration.

I. INTRODUCTION

Recently rectangular waveguides with T-shaped septa have been
proposed as alternative to ridged waveguides [1], [2]. Theoretical
analysis using the Ritz-Galerkin technique showed that the lowest
TE mode of such a guide has superior cutoff, bandwidth and
impedance characteristics. It was further shown theoretically that
dielectric loading of the septa-gap can improve the cutoff and band-
width significantly [3]. Experimental verification of these proper-
ties and formulations of the problems by other methods have been
reported. in the literature [4]-[8].

In this paper we propose another type of broadband septum
waveguides—a variant of the previously reported Double T-Septa
Guide (DTSG) [1]. These guides have L-shaped septa located an-
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