Full wave analysis of arbitrarily shaped line-fed microstrip antennas using triangular finite-element method
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Abstract: A numerical method is developed to investigate arbitrarily-shaped line-fed microstrip antennas. The electric integral equation is solved by adopting the triangular shaped basis element and using the Galerkin procedure. In the integral equation, Sommerfeld-type full wave Green’s functions are used. To enhance the computational efficiency, the full wave discrete image technique is applied. To examine the method, comparison is made between numerical and experimental results which show excellent agreement. The experimental error is also discussed.

1 Introduction

Microstrip antennas have been the subject of a great deal of theoretical and experimental attention in the past decade because they possess a number of desirable attributes. Owing to these attributes, the antennas can be used to good advantage in a number of applications, in particular aerospace systems where weight is usually a critical factor. Most of the recent development in the accurate analysis of microstrip antennas is based on full-wave techniques, where the spectral domain dyadic Green’s function is used to describe the antenna’s electromagnetic fields. The derived fields consist of both surface-wave and radiated fields. Most of these techniques, though, are restricted to the analysis of rectangular shaped patch antennas, i.e. patches with right-angle step boundaries [1, 2]. This restriction is due to their formulation being based on rectangular-shaped subdomain or entire-domain basis functions. The application of microstrip antennas to sophisticated antenna systems requires innovation in the use of novel patch geometries. For example, a compact dual-frequency antenna, may require the use of a circular-ring microstrip antenna combined with one or more patch radiating elements. Furthermore, some patch geometries, such as triangles and circles, may be used for some practical reasons such as polarisation, scanning, space or bandwidth considerations. The efficient incorporation of these complex geometries into antenna designs; in particular, array antennas, requires the development of a rigorous numerical model. It follows then that an accurate numerical model which can efficiently handle arbitrarily shaped microstrip antennas is increasingly becoming a requirement for designing sophisticated antenna systems.

A number of sophisticated numerical techniques have been developed and used to analyse irregularly shaped microstrip antennas or resonators [3]. At best, most of these techniques, such as the cavity and modal expansion models [4, 5, 6], the Neuman boundary based finite element model [3] and the generalised edge boundary condition model [7], provide only approximate solutions. The techniques are usually based on impractical assumptions and are difficult to use in multilayered problems. Despite the approximate nature of their solutions, for certain configurations they yield results that agree fairly well with experimental measurements. They have an inherent limitation, though, as they can only be applied to simple shapes or thin substrates. It is difficult, for example, to analyse coupling between patch antennas and complex feeding structures, such as those used in the case of proximity coupled patch antennas. A rigorous technique was proposed for analysing circular patch antennas [8]. The model uses an exact Fourier-transformed dyadic Green’s function, thereby ensuring that all of the information that is inherent to full-wave techniques is brought to bear on the problem. Recently, this technique has been extended to more complicated structures, such as rectangles, circular discs and equilateral triangles [9]. However, patch shapes which are amenable to analysis using this technique are limited to those whose eigenfunctions are known.

The analysis to be presented here will focus on patch antennas with arbitrary shapes and which are fed by microstrip transmission lines. The reasons for this choice of topic are:

(a) this feed arrangement is widely used in practical array designs

(b) no impractical assumptions need be made, such as the requirement that the substrate be thin

(c) any added complexity that might result with the addition of a probe feed-model is avoided.

The model can be applied to all microstrip antennas that use microstrip line feeds, such as edge-feeds, capacitive gap-feeds and electromagnetic coupling-feeds. The integral equation for the unknown current on both the patch and the microstrip feedline is formulated.
in Section 2. Next, the vector-current basis functions are introduced and used to discreate the integral equations. The conventional Galerkin’s procedure is then called upon to derive the final matrix equation; this is then used to solve for the currents on both the patch and its attending feed lines.

The potential Green’s functions for an electric horizontal dipole embedded in a microstrip dielectric are defined in Section 3, in terms of Sommerfeld-type integrals. To enable these integrals to be calculated in an efficient manner, the full-wave discrete image technique [10] is adopted and its range of applicability is extended to treat the case of very thin substrates.

2 Basic formulas for analysis

Let $S$ denote the surface of the patch antenna and its feeding networks, as shown in Fig. 1 and $n$ denote the unit normal. The electric field integral equation is used in this analysis by applying the boundary condition $n \times (E' + E^v) = 0$ on $S$, i.e.

$$- n \times E' = n \times (-j\omega A - \nabla \Phi), \quad \text{on } S$$

(1)

with the magnetic vector potential defined by

$$A(r) = \frac{E}{4\pi} \int_S A(r') \cdot \hat{G}_d(r, r') \, dS'$$

(2)

and the charge scalar potential by

$$\Phi(r) = \frac{1}{4\pi} \int_S \sigma(r') G(r, r') \, dS'$$

(3)

where $\hat{G}_d(r, r')$ is the dyadic Green’s function for the magnetic vector potential and $G(r, r')$ is the scalar Green’s function for the charge scalar potential. Both of the Green’s functions will be defined to take into account the substrate which is inherent to microstrip antennas. Further details will be provided later.

To discretise integral eqn. 1 on an arbitrarily shaped patch, the vector-current basis functions, defined over triangular subdomains, are adopted. They were originally proposed in Reference 11 and developed further by Reference 12 for solving electromagnetic scattering problems. Each triangle is defined by an appropriate set of faces, edges, and vertices. Fig. 2 shows two triangles, $T^+_s$ and $T^-_s$, with the $n$th edge common between the two. The current to be determined is defined as flowing through the edge. Hence, a vector basis function associated with the $n$th edge is

$$f_n(r) = \begin{cases} \frac{l_n}{2A_n^+} \rho^+_n, & r \in T^+_s \\ \frac{l_n}{2A_n^-} \rho^-_n, & r \in T^-_s \\ 0, & \text{otherwise} \end{cases}$$

(4)

and the current on the patch $S$ may be approximated in terms of the $f_n$ as

$$J = \sum_{n=1}^{N} l_n f_n(r)$$

(5)

where $l_n$ is the length of the edge, $A_n^\pm$ is the area of triangle $T^\pm_s$ and $N$ is the number of total unknown current coefficients.

From the definition of the basis function one observes that at the boundary of the conjoineded triangle pair $T^+_s$ and $T^-_s$, the current has no component normal to the boundary. This feature is ideally suited for applying boundary conditions to the current on a patch antenna. This follows because no component of the current is normal to the edge of either the patch antenna or its feed-line. Furthermore, for a given triangular face, the three vector basis functions can form two independent vector basis functions. Finally a constant vector of arbitrary magnitude and direction within the triangle can be derived using a linear combination of the three vector basis functions.

The next step in the analysis is to reduce the operator type integral equation to its corresponding matrix form. The Galerkin procedure is used with the symmetric product defined by

$$\langle f, g \rangle = \int_S f \cdot g \, dS$$

(6)

It follows that eqn. 1 may be converted to

$$\langle E', f_m \rangle = j\omega \langle A, f_m \rangle + \langle \nabla \Phi, f_m \rangle$$

(7)

Using a surface vector calculus identity, the last term in eqn. 7 can be rewritten as

$$\langle \nabla \Phi, f_m \rangle = -\int_S \Phi V_s f_m \, dS$$

(8)
where use has been made of the properties of \( f_a \) at the edges of \( S \) [12]. Eqn. 8 can now be approximated by

\[
\langle \Phi, f_m \rangle = \frac{1}{A_m} \sum_{\Gamma_m} \Phi \, dS - \frac{1}{A_m} \sum_{\Gamma_m} \Phi \, dS
\]

\[
\approx -l_m[\Phi(r_n^m) - \Phi(r_n^m)]
\]

Similarly,

\[
\langle E, f_m \rangle = \frac{1}{A_m} \sum_{\Gamma_m} \left[ \langle E \rangle \cdot \rho_n^+ \right] \, dS + \frac{1}{A_m} \sum_{\Gamma_m} \left[ \langle E \rangle \cdot \rho_n^- \right] \, dS
\]

\[
\approx \frac{l_m}{2} \begin{bmatrix} \langle E(r_n^m) \rangle \cdot \rho_n^+ + \langle E(r_n^m) \rangle \cdot \rho_n^- \end{bmatrix}
\]

(10)

where the integrals are removed by approximating \( E \) and \( A \) by their values at the centroid of each triangle, which is shown in Fig. 3. With eqns. 9 and 10, eqn. 7 becomes

\[
\text{j} \omega \mu \left[ A(r_n^m) \cdot \rho_n^+ + A(r_n^m) \cdot \rho_n^- \right] = l_m[\Phi(r_n^m) - \Phi(r_n^m)]
\]

(11)

which is the equation associated with the edges of each triangle.

In this analysis the incident field is assumed to be generated by a delta-gap generator. This excitation model is fully discussed in Reference 8 and is based on the assumption that at a distance sufficiently far from both the generator and the radiating element the microstrip line supports only the quasi-TEM mode. Consequently, the right hand term of eqn. 10 may be written in a vector form \( \{ V \} \) with

\[
v_i = \begin{cases} -E_o & \text{at the position of the generator} \\ 0 & \text{otherwise} \end{cases} \quad i = 1, 2, \ldots, N
\]

(12)

where \( E_o \) is a constant related to the generator.

Substitution of the current expansion eqn. 5 into 11 yields an \( N \times N \) matrix equation

\[
\{ Z \} \{ I \} = \{ V \}
\]

(13)

where \( \{ I \} \) contains the unknown current coefficients \( I_n \), which are defined by eqn. 5. The elements of column matrix \( \{ V \} \) are given by eqn. 12 and the elements of \( [Z] \) are given by

\[
Z_{nm} = l_m \begin{bmatrix} j \omega \mu \left[ A(r_n^m) \cdot \rho_n^+ + A(r_n^m) \cdot \rho_n^- \right] + \Phi(r_n^m) - \Phi(r_n^m) \end{bmatrix}
\]

(14)

where

\[
\Phi(r_n^m) = -\frac{1}{4 \pi} \int_S f_i(r') \cdot G(r_n^m, r') \, dS
\]

(15)

\[
\Phi(r_n^m) = -\frac{1}{4 \pi} \int_S \nabla_i \cdot f_i(r') \cdot G(r_n^m, r') \, dS
\]

(16)

In fact, a \( t \) directed horizontal electric dipole embedded in a microstrip antenna generates a magnetic vector potential function with components only in the \( t \) and \( v \) directions. This is expressed by

\[
\vec{G}_{\tau} = G_{\tau} \vec{t} + G_{\rho} \vec{z}
\]

(17)

As \( \rho_n^\tau \) is perpendicular to \( z \), then eqn. 15 may be written simply as

\[
A_{\rho n} = \frac{\mu}{4 \pi} \int_S f_i(r') \cdot G_{\rho l}(r_n^m, r') \, dS
\]

(18)

The current on the patch antenna and its feed line is obtained directly by multiplying both sides of eqn. 13 by \( Z^{-1} \). The currents on the line sufficiently far from the perturbed zones form single-mode standing waves.

The single mode is the fundamental propagating mode; its characteristics are determined by the dimensions of the feed-line. Owing to an intrinsic property of vector basis functions, i.e. that only the current normal to the element edge is continuous, the current distribution on the feed line is not as smooth as it should be. However, transmission line theory still can be applied to compute the reflection coefficient at a given reference plane because all the necessary characteristics of the current distribution are represented correctly [13].

3 Potential Green’s functions

As the spatial fields generated by electric dipoles are not uniform at the interfaces of microstrip substrates, nor at the air-substrate interface, matching of boundary conditions at these interfaces becomes difficult. To permit the field continuity conditions to be applied directly to these interfaces, the fields or the potentials must first be expanded into a continuous plane-wave spectrum (corresponding to a Fourier transform), or expanded into a continuous cylindrical-wave spectrum (corresponding to a Hankel transform). The Green’s functions in eqns. 2 and 3 satisfy the microstrip boundary conditions; therefore they must incorporate an inverse transformation. In the present paper, Hankel transforms are used exclusively.

Next, we discuss the evaluation of the Green functions used in eqns. 16 and 18. In general, an arbitrarily shaped patch antenna is approximated by a number of triangular elements configured in some arbitrary arrangement.
Usually, no advantage can be derived from symmetry. For this reason, it is very important to calculate the potential Green's functions efficiently. The derivation of the Green's functions used in eqns. 16 and 18 have been extensively discussed in Reference 10. To extend the discrete image technique to electrically thin substrate, an infinite number of quasi image terms are extracted from the Green's function. These terms correspond to quasi-static field contributions and play an important role in the analysis of antennas on thin substrates. The potential Green's functions are then written as

\[
G_d(r, r') = G_0 + \phi_0 \left( T_1 + T_2 - \sum_{\phi=1}^{\infty} (-\phi)^n \right) \sum_{\phi=1}^{\infty} J_0(k_\phi \rho') \frac{k_\phi}{k_{\phi 1}} \frac{b_{\phi}}{b_{\phi 1}} \frac{d\rho'}{d\rho} \frac{d\rho}{d\rho'} \tag{19}
\]

\[
G_0 = \frac{e^{-j2\phi r_0}}{\phi_0} - \frac{e^{-j2\phi r_0}}{\phi_0} \tag{21a}
\]

\[
r_0 = \sqrt{(\phi^2 + (z - z')^2)} \tag{21b}
\]

\[
r_0 = \sqrt{(\phi^2 + (x - x')^2)} \tag{21c}
\]

\[
G_0 = \frac{e^{-j2\phi r_0}}{\phi_0} - \frac{e^{-j2\phi r_0}}{\phi_0} \tag{21d}
\]

\[
T_1 = \frac{R_{RE}e^{-j2\phi r_{1d}}}{1 + R_{RE}e^{-j2\phi r_{1d}}} \tag{21e}
\]

\[
T_2 = \frac{2(k_0 - 1)k_{1d}^2}{(k_{10} + k_{1d})(k_{10} + k_{1d})} \times (1 + R_{RE}e^{-j2\phi r_{1d}})(1 + R_{TM}e^{-j2\phi r_{1d}}) \tag{21f}
\]

\[
R_{RE} = k_{10} - k_{1d} \tag{21g}
\]

\[
R_{TM} = k_{10} - k_{1d} \tag{21h}
\]

where \(k_{0} = \sqrt{(k_0^2 - k_d^2)}\), \(k_{d} = \sqrt{(e_\phi k_0^2 - k_d^2)}\). In the present paper, the Green's functions given by eqns. 19 and 20 are evaluated efficiently for different values of \(r\) and \(r'\), using the full-wave discrete image technique developed by Fang [10]. The advantage of this technique is that once the discrete images are found for a given substrate and frequency, the complex Sommerfeld-type integrals in eqns. 19 and 20 become a summation of a number of exponential functions (usually four or five is enough). This feature of the technique becomes important when the computational overhead for calculating the Green's functions is large. The underlying idea of this technique is the use of Prony's method to approximate the spectral domain Green's functions (the terms inside the brackets in eqns. 19 and 20) by a series of complex exponential functions. One starts the process by making an initial guess: this is then followed by a search for the optimal approximation using an optimisation procedure. The integration path used in the optimisation procedure, which is the same as that used in Prony's method, and time saving compared to other techniques, have been discussed in detail in Reference 10. Once the optimal approximations are determined, in terms of a series of complex exponential functions, the inverse transforms are easily carried out using the Sommerfeld identity.

It is worth mentioning that the term, \(G_{0\phi}\), corresponds to the sum term inside the brackets of eqn. 20 and represents the quasi-static field contribution. For a substrate of ordinary thickness, only a few of the leading terms of the sum need to be retained. The accuracy that is achieved with the truncated series can easily be tested by comparing the results with those obtained using an exact integration. For the thin substrate, the quasi-static field is dominant; therefore, more quasi-static terms need to be retained so that an accurate result is realised.

### 4 Numerical remarks and numerical results

To demonstrate the above formulation and to validate the computer algorithms, numerical results are presented.
for both microstrip line-fed circular patch antennas and triangular patch antennas. Fig. 4 shows a Smith chart plot of the calculated and the measured impedance loci for an edge-fed circular patch antenna. The measured data come from Reference 8, with the phase reference plane located at a distance of 96 ± 0.5 mm from the centre of the patch. The large uncertainties are due to the unavailability of accurate data for determining the characteristics of the coaxial to microstrip line connections. The specified relative dielectric constant for the substrate material used for the measurement was 2.2. A value of 2.18, which is within the tolerance limits set by the manufacturer, was used for the calculations in order to achieve alignment between the frequencies of the computed data with those of the measured data.

As a second numerical example, proximity coupled patches are also analysed. Proximity coupled patch antennas have an advantage over end-coupled patches in that the overlap distance \( d \) may be used as an added variable for controlling the degree of coupling and matching. Also this type of feed provides a wider range of coupling coefficients with a reasonably large bandwidth. Also, proximity coupled patch antennas tend to have greater bandwidths than edge-fed ones, because of the increased substrate thickness between the radiator and the ground plane.

The surface of the circular patch and its feed-line is first modelled in terms of triangles with arbitrary edges and vertices arranged in such a manner as to replicate

---
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Fig. 5  A proximity coupled circular patch antenna and the top view of the adopted pattern of triangles

\[ e = 17.5 \text{ mm} \quad t = 3.18 \text{ mm} \]
\[ t_e = 1.59 \text{ mm} \quad h_t / h_a = 2.75 \]
\[ \varepsilon_{r1}, \varepsilon_{r2} = 2.62 \]

Fig. 6  Computed and measured impedance for the proximity coupled circular patch

- - - computed 2.80-3.15 GHz clockwise
- - - measured 0.05 GHz increment

\[ d = 9.5 \text{ mm} \]
\[ d = 13.5 \text{ mm} \]
\[ d = 17.5 \text{ mm} \]
\[ d = 21.5 \text{ mm} \]
the shape of the patch and line. Fig. 5 shows the top view of the adopted pattern of triangles. In this example there are a total of 218 triangular faces consisting of 271 edges. The unknown normal components of the electric currents are to be solved at the 271 edges. The input impedances that are derived using this technique are compared with measurements provided by Reference 8. Very good agreement is achieved for different overlap distances d as can be seen in Fig. 6. We conclude that proximity coupled patch antennas can be accurately modelled by means of the proposed technique. It should be mentioned that the number of triangular elements is determined in such a way that a convergent result can be obtained.

The third example to be presented is a patch antenna with a thin substrate and a shape which corresponds to an equilateral triangle. Twenty quasistatic terms are extracted from the Green's function in order to obtain a discrete image approximation with sufficient accuracy. Convergent results are obtained using 258 triangular elements. These results involve 335 unknown currents. It can be seen in Fig. 7 that there is good agreement between the theoretical results obtained using our technique and experimental results obtained from Reference 14.

As an example of how one would use the full-wave numerical technique developed herein for designing a patch antenna, we investigate a proximity-coupled equilateral-triangle patch antenna. The choice of antenna is fairly arbitrary, but it will prove to be sufficient to the task of demonstrating the performance of the numerical technique for designing patch antennas with arbitrary shapes. Also, it will be seen that the technique takes into account the effects that any attending structures, such as feed lines, have on the performance of the antenna. The theoretical results will be compared with experimental measurements. It will be shown that the model predicts the performance of the antenna with a high degree of reliability.

In Fig. 8 a diagram of the antenna, as well as calculated and measured impedance loci is shown for two different values of d. From the Smith's charts in Fig. 8 it can be seen that by varying d one can improve the matching with little change in the resonant frequency. The reference point for the measurements was located 40 mm from the far end of feed line and lies beneath the patch antenna. The calibration for the measurements used the thru-reflect-line technique. Repeatable phase accuracy for the calibration standard was ±2° across the measured frequency range. For the data presented in Fig. 8, the repeatability of the measurements of |S11| averaged ±0.05 dB with a repeatable phase of ±4°. The quality of the calibration is discussed further in Reference 15.

The radiation pattern can be easily obtained by using the current distribution on the patch and the feed line and the results adopted from Reference 16. The calculated patterns include contributions from both the patch antenna and the feed line. The agreement between the measured and calculated E-plane patterns for the proximity coupled equilateral triangular patch antenna is fairly good, as shown in Fig. 9, where d is 5 mm and feed line length is about 64 mm. For purpose of comparisons, the calculated radiation pattern for a patch antenna without a feed line is also shown in Fig. 9. It is clear that the depression that occurs on broadside is caused by the feed line. The feed line perturbation varies with the length of feed line. This is especially true if the patch antennas are configured in the form of an array [17]. It should be noted that the cross-polarised component for the simu

---

**Fig. 7** Computed and measured input impedance for an equilateral triangle line-fed patch with a top view of the triangle mesh

- ○ ○ computed
- ○ ○ measured

lated data is down by about 40 dB with respect to the copolarised component. The measured results show a value of about 35 dB for this quantity. The discrepancy

what antenna configuration needs to be analysed. Once the images are found, the original problem becomes a problem in free space.

It was noted that the elements of the matrix used in the solution can be easily generated by considering triangle element faces rather than edges. This reduces the computer time required for generating matrix elements by approximately a factor of nine. Although the Green's function presented here was derived for a substrate with a single layer, the extension to the multilayered problem is quite straightforward. The proposed technique provides a good quantitative description of the electric surface currents on the patch. This then allows related quantities such as, input impedance, the radiation pattern and polarisation purity to be accurately predicted. The work is being extended to other antenna problems, such as calculating the characteristics of arbitrarily shaped apertures or slots. In this case the magnetic current will be involved in unknown quantities.
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