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Secant Method O

We obtain the secant method from Newton’s method if we
replace the derivative f/(x) by the difference quotient
ooy = 0= 0

Xn __)(n—l
Then 1nstead of Newton’s method we have:

Xn'Xn-l
o =% = T T )

We now need to guess two starting values X, and X, but avoid the
evaluation of derivatives

Secant

. . . P
Geometrically, we intersect the X-axis at X, S

with the secant of f (X) passing through P, ,
and P,




Example & ®

Secant method

Find the positive solution of 2 sin X = X, starting from x,=2 and
x,=1.9

Solution: Secant iteration formula is:

(Xn — 2sin Xn)(xn _Xn—l) Nn

1 . .
" " X, =X _,+2(sinx,_, —sinx ) = D,

Numerical values are:

n X, N, D, Xn+1 = Xpy
0 2.000000

1 1.900000 -0.000740 -0.174005 | -0.004253
2 1.895747 -0.000002 -0.006986 | 0.000252
3 1.895494 0 0




Bisection Method O

This 1s a simple but slowly convergent method for finding a

solution of f(x)=0 with continuous f.
Based on the Intermediate value theorem — if a continuous

function f has opposites signs at x=a and x=b (>a) then f must
be 0 somewhere between a and b

The solution 1s found by repeated bisection of the interval into
two regions. We then pick the region which still satisfies the
sign condition and repeat the exercise.

in example illustration: v1
if f(c) < 0 then C(b-a)  (ba), [Jy=f(x)
new region is ¢,b 2 2
elseif f(C) > 0 then

new region is a,C
elseif f(C) = 0 then

solution is C
endif




Method of False Position O

Regula Falsi: The same principle as the bisection method.
http://www.apropos-logic.com/nc/RegulaFalsiAlgorithm.html
We assume that f 1s continuous.

Compute the X-intercept C, of the line through the points

(ay, f(ay)) , (by, T(by)) y

If f(c,) = 0 then
we are done
If f(a,)f(c,) < 0 then
set a,=a,, b,=C, and repeat to get C, etc..
If f(a,)f(c,) > 0 (as in example) then
set a,=C,, b,=b, and repeat to get c, etc..

Endif
nItl be sh hat C :aof(bo)_bof(ao)
can be shown that: 0 f(bo)_ f(ao)




Interpolation ®
Interpolation means to find (approximate) values of a function
f(x) for an x between different x-values, X,,X,...X, at which

the values of f(X) are given.
A standard method 1s to find a polynomial p.(X) of degree n (or

less) that also has the given values; thus
pn(XO) - an pn(xl) - f]a °°°°°° 5 pn(xn) — fn
p, is called an Interpolation polynomial or polynomial
approximation of f and X,,......, X, the nodes

We use p, to get approximate values of f for X’s between X, and
X, (Interpolation) or outside the interval (extrapolation)

Existence and Uniqueness: We can always find an n! degree
polynomial given n values and that polynomial 1s unique



Lagrange Interpolation ®

Given (Xy, f),......., (X, T,) with arbitrarily spaced X;, if we
multiply each f; by a polynomial that is 1 at x; and 0 at the
other n nodes and then sum all n+1 polynomials we get a
unique interpolation polynomial of degree n or less

Given (X, f)) and (X, f))
Let L, (X)= 20 L (x)=—~_"0
X — X X—X

then L, (x)=1, L (x)=0, L,(x)=0, L(x)=1

Thus the linear Lagrange polynomial is
P, (X) = Ly (X) 1:o +L (X) f1
X—X X—X

= Lf,+ =1,
X, — X, X, — X,

Error




Quadratic Interpolation ®
is interpolation of given (X, f,), (X, T,), (X,, f,) by a 2" degree
polynomial p,(X) which by Lagrange’s 1dea 1s

p,(X) = Lo()f, + L, 00T, + L0,
with L,(X,)=1 L(X)=1 L(X,)=1 and

L, (X,)=L,(X,)=0 etc.
Alsor 02 00 (x=X)(x=x,)
| (X ) (XO_XI)(XO_XZ)
(= 00 _ (X=x)(x=%,)
| (X) (X _Xo)(x1_xz)
L(x)—l(x) (X=X, )(X=X,)
LX) (% = X)) (X, = X))




Example 1 ®
Linear Lagrange Interpolation:
Compute In(9.2) from In(9.0)=2.1972 and In(9.5)=2.2513 and
determine the error from In(9.2) = 2.2192 (4D)

Solution: X,=9.0, X,=9.5, f,=In(9.0), f,=In(9.5)

so that:
92-95 92-9.0
L (9.2) = =0.6, L(9.2)= -
9-2) 9.0-9.5 0:2) 9.5-9.0

and we get the answer:
In(9.2) = p,(9.2) = L(9.2)f,+L,(9.2)f,
=0.6x2.1972 +0.4 x 2.2513 =2.2188

and the errore =a—2=2.2192 —2.2188 = 0.0004.
Hence linear interpolation 1s not sufficient to to get 4D accuracy

0.4




Example 2 ®

Quadratic Lagrange Interpolation:
Compute In(9.2) from In(9.0)=2.1972, In(9.5)=2.2513 and
In(11.0) =2.3979

Solution:
L (x) = K9SHx=11.0)
(9.0-9.5)(9.0—11.0)
(Xx=9.0)(x-11.0) |
(9.5-9.0)9.5-11.0)  °7
(X—9.0)(X—9.5)
(11.0-9.0)(11.0-9.5)

= x% =20.5x+104.5, L,(9.2) = 0.5400

L, (X) = (x> —20X+99), L,(9.2) =0.4800

L, (X) = = 1(x*~18.5x+85.5), L,(9.2) =—0.0200

and In(9.2) = p,(9.2) = 0.5400x2.1972+0.4800x2.2513-0.0200x2.3979
=2.2192

Which 1s exact to 4D



General Lagrange Interpolation ©

For general n we obtain:

00~ p,00=Y L, (0% =30 ((X))f

where:
l,(X) = (X=X )(X=X%,) - (X=X,),
L () = (X=Xp) - (X=X )X =Xy ) (X=X,),  0<k<n
,(X) = (X=X )J(X=X) - (X=X, ,),

Error estimate: the (n+1)™ derivative (f ") gives a measure of
the error g,(X) = f(X) - p,(X). It can be shown that this is true if

f (1) exists and is continuous and that with a suitable t between
X, and X
f (n+1) (t)

£,(X) = T(X) = P, (X) = (X=X )(X=X;) -+ (X=X,)
(n+1)!
Notice: ¢,(X)=0 at the nodes




Example 3
Error estimate of linear interpolation:
Estimate the error in Example 1 by:

£,(%) = £ (X) = P, (¥) = (X=X, )(X—X,) “)

Solution: n=1, f(t)=In(t), f/(t)= 1/, f/(t)=-1/t? so that

g,(X)=(X=9.0)(x— 95)—1

0.03

t?

so that the maximum is 0.03/92 = 0.00037 and the minimum is
0.03/9.52=0.00033 so that
0.00033 <e<0.00038 (as 0.3/81 =0.0003703 > 0.00037)

where 9.0<t<9.5

£,(9.2)=

But error calculated in example 1 was 0.0004 > 0.00038.
If example 1 repeated with SD we get € = 0.00035



Newton’s Divided Difference Interpolatio@

Let p,_,(X) be the (n-1)t Newton polynomial (we will determine
the form later) so that: p_,(X,) =Ty, ..., Pry(Xy) =Ty
And we will write the n" Newton polynomial as:

pn (X) — pn—l(x) + gn (X)
with gn (X) — pn (X) o pn—l (X)
so that p(X,) =f,, ..., P(X,) =T,

Since p, and p,_, agree at X,.....X,.; we see that g, 1s zero there.

Also g, will generally be a polynomial of n't degree as p,, is and
P,.; can be of degree n-1 at most. Hence g,, must be of the form:

gn(x) — an(x— Xo)(x_ Xl)”'(x_ Xn—l)

We can determine the constant a,, as follows:



Newton’s Divided Difference Interpolatio@
We set X = X, and solve g (X)=a, (X—X,)(X—=X)---(X—=X_,)
and substitute 9,(X,) = P,(X,) = P, (X,) and p,(x,)=f,
fo = Poa (%)
(Xp = X)Xy =X) =+ (X = Xp)

Thus a, equals the k" divided difference, recursively denoted

and defined as .
a, = f[x,x]=——

gives a, =

(Xl_xo)
a2 — f[XO9X19X2] — f[xlaxz]_ f[XO,XI]
(X, = %)

and 1n general:
f[X19°°'9Xk]_ f[XO9“.’Xk—1]

a, = f[X,,---, %X ]=
o= T X ] T




Newton’s Divided Difference Interpolatio@

So that the k™ Newton polynomial becomes:
pk(xn) = pk—l(xn)+ f[X09"'9Xk](X_ Xo)(x_ Xl)"'(x_ Xk—l)

with p,(X) = f,. Then by repeated application with k = 1,...n this
finally gives Newton’s divided difference interpolation
formula:

)~ o+ (X %) F [ X 1+ (X=X )X = %) F[ Xy, X, X,
+--~+(X—XO)---(X—Xn_1)f[XO,--',Xn]

Which looks more complicated than 1t really 1s. It is quite easy to
write as a computer program - see text book.



Example 4
Compute f(9.2) from the given values

Difference Table
xi | fi=f(xi)| fxi, xix]  f[xi, xi=xi+=2]  f[Xi,....xi+3]
rr 8.0 2.079442

0.117783 |
_ 9.0 | 2.197225 -0.006433
f;lvfens < 0.108134 0.000411
9.5 | 2.251292 -0.005199
0.097735
_ 11.0  2.397895

we use the shaded numbers 1n the polynomial so that:
f(X)~ p,(X) =2.079422+0.117783(x —8.0) —0.006433(x — 8.0)(x — 9.0)
+0.000411(X —8.0)(X—=9.0)(x —9.5)

At x=9.2
f(9.2)~2.079422 +0.141340—-0.001544 — 0.000030 = 2.219208



