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Abstract: 

Model-free deep reinforcement learning (RL) methods have been successful in a wide variety of 

simulated domains. However, a major obstacle facing deep RL in the real world is the high sample 

complexity of such methods. We present two independent lines of work to address this fundamental 

problem. In the first part, we explore how off-policy deep RL methods based on normalized advantage 

functions (NAF) can learn real-world robotic manipulation skills, with multiple robots simultaneously 

pooling their experiences. Our results show that we can obtain faster training and, in some cases, 

converge to a better solution when training on multiple robots, and we show that we can learn a real-

world door opening skill with deep neural network policies using about 2.5 hours of total training time 

with two robots. In the second part, we present Q-Prop, a novel model-free method that combines the 

stability of unbiased policy gradients with the efficiency of off-policy RL. We analyze the connection 

between Q-Prop and existing model-free algorithms, and use control variate theory to derive two variants 

of Q-Prop with conservative and aggressive adaptation. We show that conservative Q-Prop provides 

substantial gains in sample efficiency over trust region policy optimization (TRPO) with generalized 

advantage estimation (GAE), and improves stability over deep deterministic policy gradient (DDPG), the 

state-of-the-art on-policy and off-policy methods, on OpenAI Gym’s MuJoCo continuous control 

environments. 
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