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Abstract Person re-identification has important applications in video surveillance.
It is particularly challenging because observed pedestrians undergo significant vari-
ations across camera views, and there are a large number of pedestrians to be dis-
tinguished given small pedestrian images from surveillance videos. This chapter
discusses different approaches of improving the key components of a person re-
identification system, including feature design, feature learning and metric learning,
as well as their strength and weakness. It provides an overview of various person re-
identification systems and their evaluation on benchmark datasets. Mutliple bench-
mark datasets for person re-identification are summarized and discussed. The per-
formance of some state-of-the-art person identification approaches on benchmark
datasets is compared and analyzed. It also discusses a few future research directions
on improving benchmark datasets, evaluation methodology and system desgin.

1 Introduction

Person re-identification is to match pedestrian images observed in different camera
views with visual features. The task is to match one or one set of query images with
images of a large number of candidate persons in the gallery in order to recognize
the identity of the query image (set). It has important applications in video surveil-
lance including pedestrian search, multi-camera tracking and behaviour analysis.
Under the settings of multi-camera object tracking, matching of visual features can
be integrated with spatial and temporal reasoning [29, 32, 8]. This chapter focuses
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Fig. 1 The same 12 pedestrians captured in two different camera views. Examples are from the
VIPeR dataset [21].

on visual feature matching. A detailed survey on spatial and temporal reasoning
in object tracking can be found in [70]. People working on the problem of person
re-identification usually assume that observations of pedestrians are captured in rel-
atively short periods, such that clothes and body shapes do not change much and
can be used as cues to recognize identity. In video surveillance, the captured pedes-
trians are often small in size, facial components are indistinguishable in images and
face recognition techniques are not applicable. Therefore person re-identification
techniques become important. However, its a very challenging task. Surveillance
cameras may observe tens of thousands pedestrians in a public area in one day and
many of them look similar in appearance. Another big challenge comes from large
variations of lightings, poses, viewpoints, blurring effects, image resolutions, cam-
era settings, and background across camera views. Some examples are shown in
Figure 1. The appearance of same pedestrians observed in different camera views
changes a lot.

This book chapter provides an overview of designing a person re-identification
system, including feature design, feature learning and metric learning. The strength
and weakness of different person re-identification algorithms are analyzed. It also
reviews the performance of state-of-the-art algorithms on benchmark datasets. Some
future research directions are discussed.

2 System Design

2.1 System Diagram

The diagram of a person re-identification system is shown in Figure 2. It starts
with automatic pedestrian detection. Many existing works [47, 73] detect pedestri-



Person Re-identification: System Design and Evaluation Overview 3

Fig. 2 Diagram of a person re-identification system. Dashed windows indicate steps which can be
skipped in some person re-identification systems.

ans from videos captured by static cameras with background subtraction. However,
background subtraction is sensitive to lighting variations and scene clutters. It is also
hard to separate pedestrians appearing in groups. In recent years, appearance-based
pedestrian detectors [11, 19, 63, 50] learned from training samples become popular.
There is a huge literature on this topic. The details will be skipped in this chapter. All
the existing person re-identification papers have ignored this step and assume per-
fect pedestrian detection by using manually cropped pedestrian images. However,
perfect detection is impossible in real applications and misalignment can seriously
reduce the person re-identification performance. Therefore this factor needs to be
carefully studied in the future work.

The performance of person re-identification is largely affected by variations of
poses and viewpoints, which can be normalized with pose estimation [69, 60]. The
change of background also has negative effect on estimating the similarity of two
pedestrians. Background can be removed through pedestrian segmentation [7, 55,
16]. Although significant research works have been done on these two topics, they
are still not mature enough to work robustly in most surveillance scenes. The errors
of pose estimation and segmentation may lead to re-identification failures. Some
person re-identification systems skip the two steps and directly extract features from
detection results.

Same pedestrians may undergo significant photometric and geometric transforms
across camera views. Such transforms can be estimated through a learning process.
However, it is also possible to overcome such transforms by learning proper simi-
larity metrics without the feature transform step.

Person re-identification approaches generally fall into two categories: unsuper-
vised [64, 17, 15, 9, 45, 26, 43, 44, 39, 72] and supervised [22, 54, 75, 37, 36].
Unsupervised methods mainly focus on feature design and feature extraction. Since
they do not require manually labeling training samples, they can be well generalized
to new camera views without additional human labeling efforts. Supervised methods
generally have better performance with the assistance of manually labeled training
samples. Most existing works [64, 22, 24, 17, 15, 54, 9, 25, 75, 37, 39, 35, 44, 43, 72]
choose training and test samples from the same camera views and it is uncertain
about their generalization capability on new camera settings. Only very recently,
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people started to investigate the cases when training and test samples are from dif-
ferent camera views [36]. In surveillance applications, when the number of cameras
is large, it is impractical to label training samples for every pair of camera views.
Therefore, the generalization capability is important. The overview of designing
each module of the person re-identification system is given below.

2.2 Low-level Features

Feature design is the foundation of the person re-identification system. Effective
low-level features usually have good generalization capability to new camera views
because their design does not rely on training. Most low-level features can be inte-
grated with the learning approaches developed in the later steps. Good features are
expected to discriminate a large number of pedestrians in the gallery and to be ro-
bust to various inter- and intra-camera view variations, such as background, poses,
lighting, viewpoints and self-occlusions.

2.2.1 Color, shape and texture features

Like most object recognition tasks, the appearance of pedestrians from static images
can be characterized from three aspects: color, shape and texture. Color histograms
of the whole images are widely used to characterize color distributions [49, 51, 10].
In order to be robust to lighting variations and the changes of photometric settings of
cameras, various color spaces have been studied when computing color histograms
[64]. Some components in the color spaces sensitive to photometric transformations
are removed or normalized. Instead of uniformly quantizing the color spaces, Mittal
and Davis [46] softly assigned pixels to color modes with a Gaussian mixture model,
and estimated the correspondences of color modes across camera views. Other color
invariants [59, 10, 66] can also be used as features for person re-identification.

Color distributions alone are not enough to distinguish a large number of pedes-
trians since the clothes of some pedestrians could be similar. Therefore, it needs to
be combined with shape and texture features. Shape context [4] is widely used to
characterize both global and local shape structures. Its computation is based on edge
or contour detection. Histogram of Oriented Gradients (HOG) has been widely used
for object detection [11], and is also effective for person re-identification [64, 57].
It characterizes local shapes by computing the histograms of gradient orientations
within cells over a dense grid. In order to be robust to lighting variations, local pho-
tometric normalization is applied to histograms. Shape features are subject to the
variations of viewpoints and poses.

Many texture filters and descriptors have been proposed in object recognition
literature, such as Gabor filer [12] and other linear filter banks [68, 62], SIFT [40],
color SIFT [1], LBP [48], and region covariance [61]. Many of them can also be
used in person re-identification [24]. A typical approach is to apply these filters
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and descriptors to sparse interest points or on a dense grid, and then quantize their
responses into visual words. The histograms of visual words can be used as features
to characterize texture distributions. However, these features cannot encode spatial
information. It is also possible to directly compare the responses on a fixed dense
grid. But its is sensitive to misalignment, pose variation and viewpoint variation.
Therefore, correlograms [28] and correlatons [56] are proposed to capture the co-
occurrence of visual words over spatial kernels. They balance the two extreme cases.

2.2.2 Global, regional and patch-based features

Most of the visual features described above are global. They have some invariance to
misalignment, pose variation, and the change of viewpoint. However, their discrim-
inative power is not high because of losing spatial information. In order to increase
the discriminative power, patch-based features are used [22, 17, 39, 37, 72, 36]. A
pedestrian image is evenly divided into multiple local patches. Visual features are
computed as each patch. When computing the similarity of two images, visual fea-
tures of two corresponding patches are compared. The biggest challenge of patch-
based methods is to find correspondences of patches when tackling the misalign-
ment problem. Zhao et al. [72] divided an image into horizontal stripes and find the
dense correspondence of patches along each stripe with some spatial constraints.

Some patches are more distinctive and reliable when matching two persons.
Some examples are shown in Figure 3. In this dataset, it is easy for human eyes
to match pedestrian pairs because they have distinct patches. Person (a) carries a
backpack with tilted blue stripes. Person (b) holds a red folder. Person (c) has a red
bottle in hand. These features can well separate one person from others and they
can be reliable detected across camera views. If a body part is salient in one camera
view, it should also be salient in another camera view. However, most existing ap-
proaches only consider clothes and trousers as the most important regions for person
re-identification. Such distinct features may be considered as outliers to be removed,
since some of them do not belong to body parts. Also, these features may only take
small regions in the body parts, and have little effect on computing global features.
Zhao et al. [72] estimated the salience of patches through unsupervised learning and
incorperate it into person matching. A patch with higher salience value gains more
weight in the matching.

Pedestrians have fixed structures. If different body constitutes can well detected
with pose estimation and human parsing are available, region-based features can
be developed and employed in person re-identification [20, 9]. Visual features are
computed from each body part. Body alignment is naturally established. Cheng et al.
[9] employed Custom Pictorial Structure to localize body parts, and matched their
visual descriptors. Wang et al. [64] proposed shape and appearance context. The
body parts are automatically obtained through clustering shape context. The shape
and appearance context models the spatial distributions of appearance relative to
body parts.
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Fig. 3 Illustration of patch-based person re-identification with salience estimation. The dash line
in the middle divides the images observed in two different camera views. The salience maps of
exemplar images are also shown.

2.3 Semantic Features

In order to effectively reduce the cross-view variations, some high-level semantic
features could be used for person re-identification besides the low-level visual fea-
tures discussed above. The design of semantic features is inspired by the process of
human beings recognizing person identities. For example, humans describe a person
by saying “he or she looks similar to someone I know” or “he or she is tall and slim,
has shot hair, wears a white shirt, and carries a baggage”. Such high-level descrip-
tions are independent of camera views and have good robustness. In the computer
vision field, semantic features have also been widely used in face recognition [71],
general object recognition [18], and image search [65].

Shan et al. [58, 23] proposed exemplar-based representations. An illustration is
shown in Figure 4. The similarities of an image sample with selected representative
persons in the training set are used as the semantic feature representation of the
image. Suppose a and b are the two camera views to be matched. n representative
pairs {(xa

1,x
b
1), . . . ,(x

a
n,x

b
n)} are selected as exemplars in the training set. xa

i and xb
i

are the low-level feature vectors of the same person identity i, but are observed in
different camera views a and b. If the low-level feature vector of a sample image y a

is observed in camera view a, it is compared against the n representative persons also
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Fig. 4 Illustration of exemplar-based representation for person re-identification.

observed in a, and its semantic features are represented with a n−dimensional vector
sa = (sa

1, . . . ,s
a
n), where sa

i is the similarity between ya and xa
i by matching their

low-level visual features. If a sample yb is observed in camera view b, its semantic
feature vector sb can be computed in the same way. When computing s a and sb,
the low-level visual features are only compared under the same camera view, and
therefore large cross-view variations are avoided. Eventually, the similarity between
ya and yb are computed by comparing the semantic feature vectors s a and sb. The
underlying assumption is that if a person in test is similar to one of the representative
persons i in the training set, its observations in camera views a and b should be
similar to xa

i and xb
i respectively, and therefore both sa

i and sb
i are large no matter

how different the two camera views are. Therefore, if y a and yb are the observations
of the same object, sa and sb are similar.

Layne et al. [35] employed attribute features for person re-identification. They
defined 15 binary attributes regarding to cloth-style, hair-style, carrying-object and
gender. Attribute classifiers are based on low-level visual features. They are learned
with SVM from a set of training samples whose attributes are manually labeled.
The outputs of attribute classifiers are used as feature representation for person re-
identification. They can also be combined with low-level visual features for match-
ing. Since the training samples with the same attribute may come from different
camera views, the learned attribute classifiers may have view invariance to some
extent. Liu et al. [39] weighted attributes according to their importance in person
re-identification. Attribute-based approaches require more labeling effort for train-
ing attribute classifiers. While in other approaches each training sample only needs
one identity label, it requires all the M attributes to be labeled for a training sample.
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2.4 Learning Feature Transforms across Camera Views

In order to learn the feature transforms across camera views, one could first assume
the photometric or geometric transform models and then learn the model parameters
from training samples [52, 30, 53]. For example, Prosser et al. [53] assumed the pho-
tometric transform to be bi-directional Cumulative Brightness Transfer Functions,
which map color observed in one camera view to another. Porikli and Divakaran [52]
learned the color distortion function between camera views with correlation matrix
analysis. Geometric transforms can also be learned from the correspondences of
interest points.

However, in many cases, the assumed transform functions cannot capture the
complex cross-camera transforms which could be multi-model. Even if all the
pedestrian images are captured by a fixed pair of camera views, their cross-view
transforms may have different configurations because of many different possible
combinations of poses, resolutions, lightings and background. Li and Wang [36]
proposed a gating network to project visual features from different camera views
into common feature spaces for matching without assuming any transform func-
tions. As shown in Figure 5, it automatically partitions the image spaces of two
camera views into subregions, corresponding to different transform configurations.
Different feature transforms are learned for different configurations. A pair of im-
ages to be matched are softly assigned to one of the configurations and their visual
features are projected on a common feature space. Each common feature space has
a local expert learned for matching images. The features optimal for configuration
estimation and identity matching are different and can be jointly learned. Experi-
ments in [36] show that this approach not only can handle the multi-model problem
but also have good generalization capability on new camera views. Given a large
diversified training set, multiple cross-view transforms can be learned. The gating
network can automatically choose a proper feature space to match test images from
new camera views.

2.5 Metric Learning and Feature Selection

Given visual features, it is also important to learn a proper distance/similarity met-
ric to further depress cross-view variations and well distinguish a large number of
pedestrians. A set of reliable and discriminative features are to be selected through a
learning process. Some approaches [38, 57] require that all the persons to be identi-
fied must have training samples. But this constraint largely limits their applications.
In many scenarios, it is impossible to collect the training samples of pedestrians
in test beforehand. Schwartz and Davis [57] learned discriminative features with
Partial Least Square Reduction. The features are weighted according to the discrim-
inative power based on one-against-all comparisons. Lin and Davis [38] learned
the dissimilarity profiles under a pairwise scheme. More learned based approaches
[22, 54, 75, 33, 31] were proposed to identify persons outside the training set. Zheng
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Fig. 5 Person re-identification in locally aligned feature transformations. The image spaces of two
camera views are jointly partitioned based on the similarity of cross-view transforms. Sample pairs
with similar transforms are projected to a common feature space for matching.

Fig. 6 Illustration of learning candidate-set-specific metric. A query sample i is observed at a cam-
era view at time ti. By reasoning the transition time, only the samples observed in another camera
view during time window [ti−Ta, ti+Tb] are considered at candidates. To distinguish persons in the
first candidate set, color features are more effective. For the second candidate set, shape and texture
could be more useful. Persons in the candidate sets do not have training samples. Candidate-set-
specific metrics could be learned from a large training set through transfer learning.

et al. [75] learned a distance metric which maximizes the probability that a pair
of true match has a smaller distance than a wrong match. Gray and Tao [22] em-
ployed boosting to select viewpoint invariant and discriminative features for person
re-identification. Prosser et al. [54] formulated person re-identification as a ranking
problem and used RankSVM to learn an optimal subspace.
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Fig. 7 Illustration of transfer learning for person re-identification proposed in [37]. Blue and green
windows indicate samples observed in camera views A and B. xA

q is a query sample observed in
camera view A. xB

1 , . . . ,x
B
4 are samples of four candidate persons observed in camera view B.

Each xB
i finds five nearest neighbors in the same camera view B from the training set. Since the

corresponds of training samples in camera views A and B are known, the paired samples of the
nearest neighbors can be found to training candidate-set-specific metric. wA

i j and wB
i j are the weights

assigned to each pair of training samples according to their visual similarities to the candidates and
the query sample.

The difficulty of person re-identification increases with the number of candidates
to be matched. In cross-camera tracking, given a query image observed in one cam-
era view, the transition time across two camera views can be roughly estimated.
This simple temporal reasoning can simplify the person re-identification problem
by pruning the candidate set to be matched in another camera view. All the ap-
proaches discussed above adopt a fixed metric to match a query image with any
candidate. However, if the goal is to distinguish a small number of subjects in a
particular candidate set, candidate-set-specific distance metrics should be preferred.
An illustration is shown in Figure 6. For example, the persons in one candidate set
can be well distinguished with color features, while persons in another candidate set
may be better distinguished with shape and texture. A better solution should tackle
this problem through optimally learning different distance metrics for different can-
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didate sets. Unfortunately, during online tracking, the correspondence of samples
across camera views cannot be manually labeled for each person in the candidate
set. Therefore, directly learning a candidate-set-specific metric is infeasible, since
metric learning requires pairs of samples across camera views with correspondence
information. Li et al. [37] tackled this problem by proposing a transfer learning
approach. It assumes a large training set with pair training samples across camera
views. This training set has no overlap with candidate sets on person identities. As
shown in Figure 7, each sample in the candidate set finds its nearest neighbors in
the training set based on visual similarities. Since the training set has ground truth
labels, the corresponding training samples of the found nearest neighbors in another
camera view are known. The selected training pairs are weighted according to their
visual similarities to the samples in the candidate set and the query sample. Finally,
the candidate-set-specific distance metric is learned from the selected and weighted
training pairs.

3 Benchmark Datasets

Multiple benchmark datasets for person re-identification have been published in re-
cent years. There are multiple factors to be considered when creating a benchmark
dataset. (1) The number of pedestrians. As the number of pedestrians in the gallery
increases, the person re-identification task becomes more challenging. On the other
hand, when more pedestrians are included in the training set, the learned recognizer
will be more robust at the test stage. (2) The number of images per person in one
camera view. Multiple images per person can capture the variations poses and oc-
clusions. If they are available in the gallery, person re-identification becomes easier.
They also improve the training process. They are available in practical applications,
if assuming pedestrians can be tracked in the same camera views. (3) Variations of
resolutions, lightings, poses, occlusion and background in the same camera view
and across camera views. (4) The number of camera views. As it increases, the
complexity of possible transforms across camera views becomes more complicated.

VIPeR dataset [21] built by Gray et al. includes 632 pedestrians taken by two
surveillance camera views. Each person only has one image per camera view. The
two cameras were placed at many different locations and therefore the captured
images cover a large range of viewpoints, poses, lighting and background varia-
tions, which makes image matching across camera views very challenging. Images
were sampled from videos with compression artifacts. The standard protocol on this
dataset is to randomly partition the 632 persons into two non-overlapping parts,
316 persons for training and the remaining ones for test. It is the most widely used
benchmark dataset for person re-identification so far.

ETHZ dataset [57] includes 8,580 images of 146 persons taken with moving
cameras in a street scene. Images of a person are all taken with the same camera and
undergo less viewpoint variation. However, some pedestrians are occluded due to



12 Xiaogang Wang and Rui Zhao

the crowdedness of the street scene. The number of images per person varies from
10 to 80.

i-LIDS MCTS dataset created by Zheng et al. [74] was collected from an airport
arrival hall. It includes 476 images of 119 pedestrians. Most persons have four im-
ages captured by the same camera views or non-overlapping different camera views.

CAVIAR4REID created by Cheng et al. [9] collected 1,220 images of 72 pedes-
trians from a shopping center. 50 pedestrians were captured with two camera views
and the remaining ones by one camera view. Compared with other datasets, its im-
ages have large variation on resolutions.

Person Re-ID 2011 Dataset created by Hirzer et al. [25] have 931 persons cap-
tured with two static surveillance cameras. 200 of them appear in both camera views.
The remaining ones only appear in one of the camera views.

RGB-D Person Re-identification Dataset created by Barbosa et al. [3] has
depth information of 79 pedestrians captured in an indoor environment. For each
person, the synchronized RGB images, foreground masks, skeletons, 3D meshes
and estimated floor are provided. The motivation is to evaluate the person re-
identification performance for long-term video surveillance where the clothes can
be changed.

QMUL underGround Re-IDentification (GRID) Dataset created by Loy et al.
[41, 42] contains 250 pedestrian image pairs captured from a crowded underground
train station. Each pair of images have the same identity and were captured by two
non-overlapping camera views. All the images were captured by 8 camera views.

Besides the dataset discussed above, there are also some other datasets published
recently such as the CUHK Person Re-identification Dataset [37, 36], the 3DPes
Dataset [2], the Multi-Camera Surveillance Database [6]. [2] and [6] also pro-
vided video sequences besides snapshots. The emergence of all these benchmark
datasets clearly advanced the state-of-the-art on person re-identification. However,
they also have several important drawbacks to be addressed in the future work.

First of all, the images in all the benchmark datasets are manually cropped. Most
of the datasets even did not provide the original image frames. It means the assump-
tion that images are perfectly aligned. Thereafter, all the developed algorithms and
training process are based on this assumption. However, in practical surveillance
applications, perfect alignment is impossible and pedestrian images need to be au-
tomatically cropped with pedestrian detectors [11, 19]. It is expected that the perfor-
mance of existing person re-identification algorithms should drop significantly with
the existence of misalignment. However, such effect has been ignored by almost
all the existing publications. When building new benchmark datasets, automatically
cropped image with state-of-the-art pedestrian detectors should be provided.

Secondly, the numbers of camera views in the existing datasets are small (the
maximum number is 8). Moreover, in existing evaluation protocols, training and
testing images are from the same camera views. The biggest challenge of person
re-identification is to learn and depress cross-camera-view transforms. Given the
fact that tens of thousands of surveillance cameras are available in large cities, in
most surveillance applications, it is impossible to manually label training samples
for every pair of camera views. Therefore, it is uncertain about the generalization
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capability of existing algorithms given a pair new camera views in test without extra
training samples from which.

Thirdly, the numbers of persons (< 1,000) and the numbers of images (<
10,000) in person re-identification datasets are still much smaller than the scales
of existing benchmark datasets for other computer vision problems such as object
detection, object recognition, and face recognition. For example, ImageNet [14] for
object classification has more than 14 million images. LFW [27] for face recognition
has more than 5,000 people. Some powerful machine learning tools such as deep
models [5] have shown superior performance on computer vision challenges [34]
based on large scale training data. Therefore, it is desirable to build very large scale
datasets covering a large set of diversified camera views for person re-identification,
which could not only significantly boost the performance but also enhance to the
generalization capability.

4 Evaluation

The accumulative matching characteristic (CMC) is the most widely used to evalu-
ate the performance of person re-identification. It treats person re-identification as
a ranking problem. Given one or one set of query images, the candidate images in
the gallery are ranked according to their similarities to the query. CMC(k) mea-
sures the probability that the correct match has a rank equal or higher than k. As
the gallery size increases, it becomes more difficult to find the correct match and
CMC(k) becomes lower.

Single-shot person re-identification only analyzes a single image for each person
assuming no tracking information is available. Therefore, the query or any person in
the gallery only has one image. Multi-shot person re-identification assume multiple
images are available for each person through tracking. Therefore, a query is a set
of images and the images in the gallery are also grouped into sets according the
identity information.

In Figure 8, we summarize the results of single-shot person re-identification on
the VIPeR dataset. VIPeR has 632 persons. They are randomly partitioned, half of
the persons for training and the remaining half for test. The existing approaches are
divided into two groups (unsupervised and supervised methods) for comparison.
Unsupervised methods include:

• symmetry-driven accumulation of local features (SDALF) [17];
• custom pictorial structures (CPS) [9];
• biologically inspired features and covariance descriptors (BiCov) [43];
• local descriptors encoded by Fisher vectors combined with other features (eL-

DFV) [44];
• and salient dense correspondence combined with other features (eSDC) [72].

Supervised methods are:

• ensemble of localized features learned with AdaBoost (ELF) [22];
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• person re-identification by support vector ranking (PRSVM) [54];
• distance metric learning for large margin nearest neighbor classification (LMNN)

[67];
• information theoretic metric learning (ITML) [13];
• probabilistic relative distance comparison (PRDC) [75];
• attribute sensitive feature importance combined with PRDC (ASFI+PRDC) [39];
• Pairwise Constrained Component Analysis (PCCA) [45];
• large margin nearest neighbor with rejection (LMNN-R) [15];
• relaxed pairwise learned metric (RPLM) [26];
• supervised local descriptors encoded by Fisher vectors (sLDFV) [44];
• and local aligned feature transforms (LAFT) [36].

The unsupervised methods focus on feature design. All the top ranked state-of-
the-art feature sets employ regional or patch-based features. It is also observed that
the combination of different types of features can improve the performance. For ex-
ample, both eLDFV and eSDC combine local and global features. The information
of patch salience is useful in person re-identification.

Supervised methods focus on feature extraction, feature transform and metric
learning. LMMNN and ITML are metric learning methods. When they are applied to
person re-identification, the same visual features proposed in [75] are used. LAFT,
RPLM and sLDFV perform the best on VIPeR. They all employ metric learning.
LAFT locally aligns images observed in different camera views by projecting them
to a common feature space. Different metrics are learned for different common fea-
ture spaces. sLFDV uses Fisher vectors for unsupervised feature learning and then
employ PCCA [26] to learn the metric based on extracted features. RPLM employs
a pairwise metric learning approach by relaxing hard constraints commonly used in
other metric learning approaches.

Figure 9 shows the results of multi-shot person re-identification on the ETHZ
dataset. Not many papers have published their results on multi-shot person re-
identification. We report the CMC curves of SDALF [17] and BiCov [43]. It is
assumed that each each query person or each person in the gallery has M images.
ETHZ has three video sequences and results are reported on each of them sepa-
rately. Since both SDALF and BiCov are unsupervised methods, all the images in
the dataset are used for test. It is observed that as M increases, the CMC curves get
improved significantly.

5 Conclusions and Discussions

Person re-identification is an emerging research topic and significant research
progress has been achieved in this field in the past five years. Multiple bench-
mark datasets and evaluation protocols have been published. This paper provides
an overview of system design and evaluation. Most research works focus on feature
design, feature learning, and metric learning. Different types of features character-
ize pedestrian images from multiple perspectives and all have their own strength
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Fig. 8 CMC results of single-shot person re-identification on the VIPeR dataset. (a): unsupervised
methods. (b): supervised methods.

and weakness. A lot of published results have shown that the integration of global,
regional, and patch-based features, low-level visual features and high-level seman-
tic features can improve the system performance. People start to pay attentions to
high-level semantic features, importance of different attributes, and salience of lo-
cal regions, not only because that they can improve the matching accuracy, but also
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that they are interpretable by humans and can get human feedback involved in the
recognition loop. The major challenge of person re-identification is the large varia-
tions across camera views. It is tackled by learning feature transforms and distance
metrics. On a complex camera network, or even just between two camera views,
the cross-view transforms are multi-modal, which cannot be handled with a single
feature transform or a single distance metric. Mixture models are needed.

Person re-identification is still a very challenging problem and not well solved
yet. On the VIPeR dataset, the rank-1 accuracy is still below 30%. There are
multiple directions to be explored in the future. Existing works match manually
cropped images. Automatic pedestrian detection should be included in the person
re-identification pipeline, and the effect of misalignment caused by detection should
be considered in the future research. It requires the development of new methodol-
ogy as well as new benchmark datasets. When the camera network is large, it is
impractical to manually label training samples for every pair of camera views. It
is important to study the generalization capability of person re-identification algo-
rithms to unseen camera views. Existing benchmark datasets are relatively small in
the numbers of samples, pedestrians and camera views. The diversity of their scene
coverage is also limited. In recent years, large-scale machine learning has achieved
great success in many fields. It would be interesting to see its application to person
re-identification. Besides online multi-camera tracking, person re-identification can
be also applied to pedestrian retrieval over camera networks. Like general image
retrieval systems, user feedback and linguistic descriptions can get involved in the
search loop. This would be another interesting direction to be explored.
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Fig. 9 CMC results of multi-shot person re-identification on the ETHZ dataset.


