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ABSTRACT
We propose a novel approach to estimate the parameters of
motion blur (blur length and orientation) from an observed
image.
The estimation of the motion blur parameters is based on

a novel criterion — the minimization of an unbiased estimate
of a filtered MSE (“blur-SURE”). By finding the best Wiener
filter for this criterion, we automatically find the blur parame-
ters with high accuracy. We then use these parameters in a re-
cent (non-blind) deblurring algorithm that we have proposed
and that achieves the state-of-the art in deconvolution.
The results obtained are quite competitive with other stan-

dard algorithms under various range of scenarios: high noise
level, short blur length, etc.

Index Terms— motion blur, blur orientation, blur length,
minimization of blur SURE, Wiener filtering

1. INTRODUCTION

Motion blur is one of the most common blurs in blind im-
age deblurring problem, which has also been frequently en-
countered in real application, e.g. camera shake and sports
photography [1,2]. Hence, it has attracted considerable atten-
tion in recent years. In this problem, image formation can be
mathematically modeled as [3–5]:

y =H0x+n (1)

where y ∈ RN and x ∈ RN are the observed and original un-
known images, respectively. H0 ∈ RN×N is the convolution
matrix constructed by the corresponding unknown true PSF
(point spread function) h0(u,v), n ∈ RN is the additive Gaus-
sian white noise with variance σ2. Here, N denotes the pixel
number, (u,v) is the 2-D Cartesian coordinates in the spatial
domain.
The task of motion deblurring is to estimate the original

image x, knowing the observed data y only [2]. Note that
the accurate estimation of PSF is of great importance to ob-
tain a good estimate of x [6]. Several non-parametric methods
have been proposed to estimate PSF, within Bayesian frame-
work or regularization techniques, by imposing a certain prior
knowledge on blur kernel h(u,v) [1, 7].
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If the motion blur is linearly constant, the convolution ker-
nel h(u,v) can be expressed as [3, 4]:

h(u,v) =

⎧⎪⎪⎨⎪⎪⎩
1
L if

√
u2+ v2 ≤ L

2 and
u
v = − tanθ

0 otherwise
(2)

with two key parameters: (1) blur length L measured by the
pixel number; (2) blur orientation θ evaluated by the angle
with respect to the horizontal direction in degrees. Thus, the
blur identification problem boils down to estimating the pa-
rameters: L and θ, from the observation y [3–6].
Recently, people have developed various methods to esti-

mate the two parameters, which falls into the following three
categories.

1. The cepstral method [4, 8]: after computing the 2-D
cepstrum of the blurred image, there will be two pro-
nounced negative peaks in the cepstrum. L and θ are
estimated by finding the two peak points.

2. Radon transform method [5, 9]: Radon transform takes
integrals along different angles in the blurred image. It
can be observed that the integral is maximized along
the motion direction.

3. Steerable filters method [3,10]: by applying a steerable
filter to the power spectrum of the blurred image, the
blur direction θ is estimated by detecting the maximum
response value. It is less accurate than Radon trans-
form.

Most of the existing methods need to analyze the spec-
trum of the blurred image to identify the motion parameters.
Unlike them, we propose a new method to estimate blur
length and orientation, based on the minimization of a modi-
fied SURE. Recently, SURE 1 has shown to be a powerful tool
for image denoising and deconvolution [11–13]. Here, we ex-
tend the SURE-based approach to estimate the parameters of
motion blur, then, apply our proposed SURE-LET approach
to perform non-blind decnovolution with the estimated blur
kernel [14].

2. PSF ESTIMATION BASED ON THE
MINIMIZATION OF BLUR SURE

1SURE: acronym for Stein’s Unbiased Risk Estimate.



2.1. Generic PSF estimation

We denote the function (or processing) of the observed data
y by F(y). To estimate the PSF, instead of the standard MSE
(mean squared error) given as 1

NE

{∥∥∥F(y)− x∥∥∥2} [11, 12], we
consider the following blurred (filtered) version:

blur MSE =
1
N

E

{∥∥∥HF(y)−H0x∥∥∥2} (3)

as the objective functional to be minimized, where H and H0
are the estimated (tentative) and the unknown true PSF, re-
spectively. Thus, we formulate the PSF estimation problem
as the minimization of the blur MSE (3) over tentative H.
We consider the processing F as the Wiener filtering, i.e.

F(y) = (HTH+λI)−1HT︸���������������︷︷���������������︸
WH,λ

y (4)

where λ is the regularization parameter, I is identity matrix,
WH,λ denotes the Wiener filtering with parameter λ. Given
(4), the minimization of the blur MSE (3) yields the accurate
estimated Ĥ (i.e. very close to the true H0), if the value of λ
makes a good approximation of the true frequency-band indi-
cator in Fourier domain [15], i.e.:

∣∣∣H0(ω)∣∣∣2∣∣∣H0(ω)∣∣∣2 +σ2/S (ω)︸��������������������︷︷��������������������︸
accurate band-indicator

≈
∣∣∣Ĥ(ω)∣∣∣2∣∣∣Ĥ(ω)∣∣∣2 +λ︸��������︷︷��������︸

approximated

for ∀ω (5)

where H0(ω) and Ĥ(ω) denote the frequency coefficients of
true H0 and the estimated Ĥ, respectively, S (ω) is the power
density spectrum of x. Refer to [15] for the detailed justifi-
cation of essential equivalence between the blur-MSE min-
imization (3) and approximation of the band-indicator (5).
[15] also demonstrated the approximation (5) in Gaussian blur
case. Fig. 2 in Section 2.2 will visualize the equivalence for
the motion blur case.
Notice that we cannot directly minimize (3), as H0x is

unknown in practice. However, [15] showed that the quantity
of (3) can be replaced by a statistical unbiased estimate —
blur SURE, involving only the measurements y, given as [15]:

ε̃λ(H) =
1
N

{∥∥∥HWH,λy−y
∥∥∥2 +2σ2Tr(HWH,λ

)}
−σ2 (6)

whereWH,λ is given in (4), Tr denotes the matrix trace. Fi-
nally, we formulate the PSF estimation as the joint minimiza-
tion of the blur SURE (6) over both H and λ. Fig. 1 summa-
rizes the procedure of generic PSF estimation.

2.2. Formulation of estimating motion blur parameters

By taking motion blur for example, this section is to exem-
plify that by minimizing the blur SURE (6), the estimated λ̂
yields both the good approximation of the band-indicator (5)
and the accurate estimation of the blur parameters.
Recalling (2), we denote the motion-blur kernel with blur

length L and angle θ by hL,θ, and the corresponding convolu-
tion matrix by HL,θ. Thus, we formulate (6) as the following

(Ĥ, λ̂) = argmin ε̃λ(H)

perform non-blind deconvolution with Ĥ

scope of this paper

λ
tentativeH defined by (4)

computeWH,λ
defined by (6)
minH,λ ε̃λ(H)

to be estimated Wiener filtering blur SURE
minimizing

final estimate

Fig. 1. The procedure of generic PSF estimation: joint minimiza-
tion of blur SURE over H and λ, as shown in (6).

joint minimization problem:

min
L,θ,λ
ε̃λ(L, θ)=min

L,θ,λ

1
N
∥∥∥HL,θ(HTL,θHL,θ +λI)−1HTL,θy−y

∥∥∥2

+
2σ2

N
Tr
(
HL,θ(HTL,θHL,θ +λI)

−1HTL,θ
)
−σ2 (7)

over three decision variables: L, θ and λ.
We can use the alternating minimization to solve (7) be-

tween the three variables: to sequentially update one by fixing
the other two, until the convergence is reached. The mini-
mization over each variable can be efficiently performed by
line search (see [15] for similar strategy).
Fig. 2 shows an example of minimizing (7), where the true

motion blur kernel hL0,θ0 is shown as (c). We can see that: (1)
the estimated λ̂ by minimizing (7) yields good approximation
of band-indicator (shown in (a-2), (a-3), (a-4) and (d)); (2)
with λ̂, the blur-SURE minimization (7) can successfully find
the accurate blur angle (shown in (a-1) — the curve of line
search for θ). Besides, Fig. 2-(a-1) also shows that blur SURE
(6) is a good estimate of blur MSE (3).

3. PRACTICAL IMPLEMENTATION FOR
ESTIMATING MOTION BLUR PARAMETERS

For motion blur case, we further experimentally obtain the
following three observations. They may help us dramatically
simplify the minimization problem (7).
Firstly, the accuracy of estimated θ̂ does not strongly de-

pend on the value of λ. It means that for motion blur case, the
minimization of blur SURE (7) is not so demanding in finding
“optimal” λ. It is probably because that the band-indicator
of (5) is prominently directional in Fourier domain. Thus, θ,
as the parameter describing the directionality, is much more
dominant than the constant λ, since the essentially isotropic
property of λ does not show any directional preference. Con-
sequently, the minimization of the blur SURE behaves more
like finding θ to match the two directions of the strongly
anisotropic band-indicators (i.e. both sides of (5)), rather
than optimizing λ to approximate (5) isotropically.



(a-1) blur-SURE vs. (a-2) 2-D band-indicator
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Fig. 2. Relation between blur-SURE minimization and approxima-
tion of band-indicator with estimated λ̂ = 0.08. Example of Camera-
man blurred by true H0 with θ0 =50°(from horizontal line, shown in
(c)) and L0 = 10 pixels.

Fig. 3 shows an example to demonstrate the first claim.
By comparing it with Fig. 2, we can see that using “bad”
values of λ (not obtained by (7)), the minimization of blur
SURE still yields the accurate estimated θ̂ = θ0, although the
“bad” λ2 makes a poor approximation of the band indicator
(see Fig.3 (b-2), (b-3) and (b-4), compared to Fig. 2 (a-2),
(a-3) and (a-4), respectively).
Secondly, it is highly preferred to estimate the blur direc-

tion first, and then, use the estimated θ̂ to estimate blur length.
It is because that the blur SURE (6) is much more sensitive
to θ than to L. The blur orientation is dominant in the motion
blur: the minimization of blur SURE could accurately detect
the angle θ, even with incorrect tentative L (i.e. quite different
from true L0). Fig. 4 shows an example of the minimization
of the blur SURE with tentative L̂ that is very different from
true L0 = 21 pixels. We can see that even with the two quite
different tentative L̂ = 9 or 45 pixels, the minimization of the
blur SURE can still detect the accurate blur angle θ̂= θ0 = 50°.
Finally, since the estimated θ̂ is highly accurate (compared

to the ground-truth θ0), it is safe to find the blur length by
minimizing the blur SURE with the accurate estimated θ̂. Ex-
perimentally, we found that λ = 2× 10−4σ2 could well cope
with various cases. Fig. 5 shows two examples.
Thus, summarizing the three observations, the minimiza-

tion problem (7) can be simplified as the followingAlgorithm
1. Based on our second observation, the convergence speed of
the alternating minimization is quite fast: generally, it reaches
the convergence within only 3 steps.

(b-1) blur SURE vs. (b-2) 2-D band-indicator
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Fig. 3. Relation between blur-SURE minimization and approxima-
tion of band-indicator with non-optimal λ2 = 10. Example of Cam-
eraman blurred by true H0 with θ0 =50°and L0 = 10 pixels (shown
in Fig. 2 (c)).

(a) (b)
89 : ; < = > ? @ A B C D E : F G

0 20 40 60 80 100 120 140 160 180

10

20

30

40

50

60

70

80

90

���
�����������
���
��������


���
���

���
����

�� � � � � � � �

�	 
 � �  � � � � � � � � � 
 � �

�� � � � � � � �

0 20 40 60 80 100 120 140 160 180

250

300

350

400

450

500

���
�����������
���
��������


���
���

���
����

Fig. 4. The relation between the blur SURE (including blur MSE)
and θ, with incorrect tentative L̂. Example of Cameraman blurred by
true H0 with θ0 =50°and L0 = 21 pixels.
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Fig. 5. The relation between the blur SURE (including blur MSE)
and L, with θ̂ = θ0 and λ = 2×10−4σ2. (image: Cameraman)



Algorithm 1 : Alternating Minimization Algorithm
Input: ε̃λ̃(L, θ): objective function given as (7);
Output: optimal θ̂ and L̂
1: initialize L(0) = 25 and set λ̃ = 2×10−4σ2;
2: repeat by k := k+1
3: given L(k), line search for θ(k) = argminθ ε̃λ̃

(
L(k)
)
;

4: given θ(k), line search for L(k+1) = argminL ε̃λ̃
(
θ(k)
)
;

5: until
∣∣∣θ(k+1) − θ(k)∣∣∣ ≤ δθ and ∣∣∣L(k+1) − L(k)∣∣∣ ≤ δL for some δθ and

δL.

4. EXPERIMENTAL RESULTS

4.1. Comparison with the state-of-the-art

We perform the experiments on Mandrill image 2, under
SNR=10dB [3]. The performance is evaluated by the abso-
lute error eθ (in degrees) and eL (in pixels), defined as [3]:

eθ =
∣∣∣θ0− θ̂∣∣∣; eL =

∣∣∣L0− L̂∣∣∣
Tables 1–2 show the comparison of estimating blur angle and
length, with Cepstral and Radon method [3]. We can observe
that the proposed method outperforms the other methods in
average.

Table 1. The error eθ of estimated θ̂ (blur length L0 = 10)
angle 10° 40° 80° 100° 130° 170°
Cepstral 29° 17° 7° 9° 3° 8°
Radon 3° 12° 2° 9° 23° 1°
ours 2° 1° 2° 2° 3° 2°

Table 2. The error eL of estimated L̂
length 10 20 30 40 50 60

1-D Cepstral 35 15 5 8 15 17
2-D Cepstral 10 2 1 1 2 7

ours 5 2 0 0 3 6

4.2. Application to real motion-blurred image

In our last set of experiments, the method is applied to a
real motion-blurred image Pavilion captured by a digital cam-
era, shown in Fig.6-(a). The estimated parameters of motion
blur from Fig.6-(a) are θ̂ = 0°and L̂ = 15 pixels, obtained by
our approach. We use our developed SURE-LET approach to
perform the non-blind deconvolution with the estimated blur
kernel [14]. Fig.6-(b) shows the restored image.

5. CONCLUSION

In this paper, we proposed a new method to estimate mo-
tion blur parameters based on a new criterion — blur SURE:
a statistical estimate of blur MSE. Both blur orientation and

2Mandrill is available at http://decsai.ugr.es/cvg/CG/base.htm (#47)

(a) Observed image (b) Restored image

Fig. 6. Restoration of Pavilion: the estimated noise std is σ = 0.53
by using MAD (median absolute deviation) [16].

length are accurately estimated by minimizing the blur SURE,
incorporated with Wiener filtering.
Results obtained show that the proposed method has sig-

nificant improvement of quality both numerically and visu-
ally. Compared to the other methods, the main advantage
of our approach is that 1) the estimation of both blur angle
and length is performed in a unified framework, instead of in-
dividually applying Radon and cepstral methods; 2) it does
not need to analyze 2-D cepstrum and measure the prominent
peaks [3–6], which is easily affected by the severe noise cor-
ruption.
It is worth noting that this paper is but an exemplification

of SURE-type approach to motion blur estimation. SURE-
type minimization itself does not specify any particular para-
metric form of PSF. There is huge potential to develop spe-
cific algorithms for various application, e.g. fluorescence mi-
croscopy [17], based on SURE-type minimization.
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