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Object Co-Segmentation Based on Shortest
Path Algorithm and Saliency Model

Fanman Meng, Hongliang Li, Senior Member, IEEE, Guanghui Liu, and King Ngi Ngan, Fellow, IEEE

Abstract—Segmenting common objects that have variations in
color, texture and shape is a challenging problem. In this paper,
we propose a new model that efficiently segments common objects
from multiple images. We first segment each original image into
a number of local regions. Then, we construct a digraph based on
local region similarities and saliency maps. Finally, we formulate
the co-segmentation problem as the shortest path problem, and we
use the dynamic programming method to solve the problem. The
experimental results demonstrate that the proposed model can ef-
ficiently segment the common objects from a group of images with
generally lower error rate than many existing and conventional
co-segmentation methods.

Index Terms—Co-saliency, co-segmentation, shortest path
algorithm.

I. INTRODUCTION

I N computer vision, object segmentation plays a funda-
mental and important role in solving many high-level

vision problems, such as object detection, object recognition
and scene understanding. In recent years, a variety of image
segmentation methods [1]–[5] have been proposed to deal
with object segmentation problem. Due to the variety and
complexity of the objects, most existing object segmentation
methods focus on generating object prior through human
interaction, i.e., object prior is modeled from training images
[6], [7] or the users are asked to provide segmentation cues
manually [8]–[10]. These methods produce huge workload for
users when the number of the target images is high.
Co-segmentation aims to segment common objects from a

collection of images given by the user. Compared with tradi-
tional segmentation methods, co-segmentation can accurately
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segment objects from images by several related images, and re-
quires less user workload. In this paper, we focus on segmenting
common objects from a set of images.
In general, a co-segmentation approach addresses the co-seg-

mentation problem from two aspects, i.e., single image seg-
mentation and common objects segmentation. The single image
segmentation technique extracts some uniform and homoge-
neous regions with respect to texture or color properties, and the
common objects segmentation is concerned with the segmenta-
tion of objects with similar features.
In the existing co-segmentation models, co-segmentation

is commonly modeled as an optimization problem, which
takes foregrounds similarity into account [11]–[21]. A Markov
Random Fields (MRF) based co-segmentation method was
first proposed by Rother et al. [11], which segmented common
objects through adding the constraint of foreground similarity
into traditional MRF based segmentation methods. In [11],
Rother et al. employed L1-norm to measure foreground sim-
ilarity and used trust region graph cuts (TRGC) method for
energy function optimization. Since the additional constraint
increases the complexity of the energy function optimiza-
tion, several modifications to the constraint had been used.
In the work of Mukherjee et al. [12], L1-norm was replaced
by L2-norm. Pseudo-Boolean optimization method was used
for the energy function optimization. Instead of penalizing
foreground difference, Hochbaum and Singh [13] rewarded
foreground similarity, which simplified the energy function
optimization. In [14], Vicente et al. extended the foreground
similarity measurement by modifying Boykov-Jolly model.
Dual decomposition was employed for the energy function
optimization.
Apart from MRF based segmentation method, Joulin et al.

[16] combined discriminative clustering and spectral clustering
method to perform co-segmentation. In this way, a classifier
trained by spectral clustering technique and positive definite
kernels was used for common objects segmentation. An in-
teractive co-segmentation method was proposed by Batra et
al. in [17], which segmented common objects through human
interaction guided by an automatic recommendation system.
Mukherjee et al. [18] proposed a scale invariant co-segmen-
tation method which segmented common objects with the
requirement that the rank of the matrix corresponding to
foreground regions should be equal to one. Chang et al. [19]
proposed a novel global energy term which considered both
foreground similarity and background consistency. Since the
energy function was submodular, the energy function can be
solved effectively by the graph-cut algorithm. Vicente et al.
[20] recently proposed a new co-segmentation method, namely
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object co-segmentation, which emphasized interesting objects
co-segmentation. In order to segment common objects, Vicente
et al. selected useful features from a total of 33 features through
random forest regressor. In [21], Kim et al. proposed a dif-
fusion-based optimization framework which used anisotropic
heat diffusion method to locate seeded points of the common
objects and employed random walks segmentation method for
common objects segmentation.
The existing co-segmentation methods have achieved im-

pressive results under certain situations. However, co-segmen-
tation still faces several challenges. The first is how to segment
common objects under similar background. For example, the
background of the images may be all which are
similar with each other on many features. The second challenge
is how to segment common objects when the common objects
share similar contours or shapes. The third is how to segment
common objects from a large number of original images, which
makes the problem more expensive to compute.
In this paper, we propose a new co-segmentation model

which consists of three steps. The first is to segment the orig-
inal images into a number of local semantic regions, which is
achieved through combining superpixel based segmentation
method, object detection method and saliency based segmenta-
tion method. In the second step, we design a digraph to represent
the local region similarities according to the feature distance
and the saliency map. In order to improve the saliency map, we
employ co-saliency strategy to obtain more accurate saliency
map. Based on the constructed digraph, the co-segmentation
can be achieved by selecting a set of nodes with maximum sum
of weights. Thus, we formulate the co-segmentation problem
as a shortest path problem in the final step, and we use dynamic
programming method to solve the problem. We evaluate our
method on many groups of images. The experimental results
demonstrate the effectiveness of our method.
This paper is organized as follows. Our proposed method is

introduced in Section II. Experimental results are provided in
Section III to support the efficiency of our proposed algorithm.
Finally, in Section IV, conclusions are drawn.

II. PROPOSED CO-SEGMENTATION METHOD

The flowchart of the three steps of the proposed method is
shown in Fig. 1. In what follows, we describe in detail the mul-
tiple local region generation method, the approach of graph con-
struction, and the final shortest path searching algorithm.

A. Multiple Local Region Generation

The proposed multiple local region generation method seg-
ments the original image into a number of local regions which
consists of three subsets . contains super-
pixels segmented by the over segmentation method. is com-
prised of the segmentation results obtained by saliency detection
based method. For , we first detect objects from the original
images through object detection method. Then, the detected ob-
jects are segmented from the original images and treated as the
elements of .
We use the methods in [22] and [23] to obtain and .

In [22], the oriented watershed transform (OWT) is used to
form the initial regions from image edges. Based on the initial

Fig. 1. Framework of the proposed method.

regions, the hierarchy of regions is constructed by the greedy
graph-based region merging algorithm. The hierarchy of the re-
gions is then treated as an ultrametric contour map (UCM). By
setting different thresholds (the scale ) on the UCM, we ob-
tain a series of segmentations to form . In this paper, we set

and 100. The saliency based object segmenta-
tion method in [23] uses global contrast based saliency detec-
tion method for object detection. The detected object is then
segmented using Grabcut method. The segmented regions com-
prise .
For , we employ object detection method in [24] for de-

tection. The method in [24] presents an objectness measure for
a window to detect objects from images. Four cues are com-
bined to measure the window such as multi-scale saliency, color
contrast, edge density and superpixels straddling. By learning
the generic objects in a Bayesian framework, the object in new
images can be located. In the proposed method, we select two
cues for evaluating the windows, i.e., color contrast and super-
pixel straddling. Furthermore, we improve the method of calcu-
lating color contrast in [24] by using superpixel instead of pixel.
The detected objects are segmented through combing the su-
perpixels inside the windows. Then, the obtained local regions
comprise . We also use hierarchical approach of [22] for ob-
taining superpixels. Here, we set and 50. For
each hierarchy, we select the objects corresponding to the win-
dows with large scores (at most ten windows are selected) as
local regions. By the proposed multiple local region generation
method, the average number of regions for an image is about 29
over the images used in this paper.
Fig. 2 shows the segmentation results of the proposed mul-

tiple local region generation method. The classes of ferrari,
gymnastics, and hot balloons are displayed. Eight local regions
for each class are shown. The local regions are covered by



MENG et al.: OBJECT CO-SEGMENTATION BASED ON SHORTEST PATH ALGORITHM AND SALIENCY MODEL 1431

Fig. 2. Segmentation results of the proposed multiple local region generation method.

green color. We can see from Fig. 2 that the original images
are divided into kinds of local regions. For example, in hot
balloons, the “sky”, “hot balloon”, and “ground” are segmented
as local regions. Furthermore, the unit region of “hot balloon”
and “ground” is segmented as local regions. We can also see
that the common objects are segmented as a local region, such
as the “car” in ferrari.

B. Graph Construction

Based on the assumption that the common object is seg-
mented as a local region by the multiple local region generation
method, the co-segmentation can be achieved by selecting
the common objects from the local regions according to their
similarities. Here, we represent the similarities between local
region pairs by labeled and directed graph. Assuming and

denote the set of nodes and edge labels, a labeled and
directed graph G is a 4-tuple , where
• is a finite set of nodes;
• is the set of edges;
• is a function assigning labels to the nodes; and
• the node labeling function.

Here, each node has a label and a property . A directed edge
corresponding to nodes and is depicted as
(directed from to ). Furthermore, a weight is assigned
for each edge.
We introduce the proposed graph construction by three

steps, i.e., nodes generation, edge generation and weights
assignments. Assume denotes the original
image set, where is the number of the original images. The
th local regions of obtained by the multiple local region
generation method is depicted as . is the
number of local regions of the image . In the node genera-
tion, we first generate node for each local region , and
obtain a node set .
Then, we divide into according to
image , i.e., . Furthermore, we
add tow subsets and into
the node set for the common objects segmentation. Hence,

.
After node generation, we then link any node pair and
with by the edge . Then, each

edge is assigned a weight of to represent
the similarity between the local regions. A large weight will be

Fig. 3. Example of generated graph.

given to the similar local region pairs. The calculation of
will be detailed introduced in Section II-C.
We can see that the constructed graph has the following prop-

erties which can simplify the common objects extraction:
• Node set can be classified into subsets,

, and ,
.

• Each subset is called a layer. The first layer and the last
layer are and , respectively.

• For , if , then .
An example of the generated digraph is shown in Fig. 3.

C. Weights Calculation

For each edge , we calculate the weight
by

(1)

where (i.e., region term) represents the region similarity
between nodes and , (i.e., saliency term) denotes
the saliency values of the two nodes, and is scaling parameter.
1) Region Term, : The region term represents the fea-

ture similarity between two local regions and is given by

(2)

where and are the features of the local regions and
, such as color histogram or shape descriptor, and de-

notes the distance between the two features. For the edges cor-
responding to the nodes in and , we set and

.
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For in (2), the distances vary with features. We consider two
features in this paper, i.e., color feature and shape feature. When
color feature is considered, is normalized color histogram.
Then, is calculated by

(3)

where is the length of . For the shape representation, we
employ the method [25] to obtain shape descriptor . The
Hausdorff distance is used to calculate feature distance. Note
that value 0 means the best match by Hausdorff distance, which
is opposite to our assumption in the Section II-B. We use the
negative value of the distance as the similarity measurement.
2) Saliency Term, : Since the original images have sim-

ilar background, we introduce the saliency term to distinguish
the common objects from the similar backgrounds. The saliency
term is calculated via the following three steps:
1) Calculate saliency map for each image by saliency
detection method.

2) Calculate saliency value for each local region ,
which can be depicted by

(4)

where is the number of the pixels in the local region
, is the number of the salient pixels in the local

region , and is the number of salient pixels in the
. The salient pixel is the pixel with salient value larger

than a threshold. We set the threshold as 0.5.
3) For the edge , we calculate by

(5)

Note that in step 2), we use the mean saliency values and the
ratio of to obtain . The first term is to select local
regions with large mean saliency value. Because a small local
region may have large mean saliency value, which results in
incomplete segmentation, we use the second term to avoid the
large value in a small local region.
Inspired by our previous work [26], we incorporate

co-saliency model to improve the saliency map when
color feature is considered. The co-saliency model extracts
saliency maps from a group of images, where the common
objects in the original images are considered as saliency ob-
jects, and the similar local regions shared by the images are
considered as saliency regions. Compared with single image
based saliency detection method, co-saliency model can extract
more accurate saliency map because the saliency regions can
be more accurately located through matching with the other
images.
Assume is RGB image and is the saliency map obtained

by single image based saliency detection method. We first quan-
tize each color channel (R, G, and B) to have 12 values and fi-
nally obtain colors , where is the number

Fig. 4. Saliency maps by using [23] and our co-saliency model. First row: the
original images. Second row: saliency maps by using [23]. Last row: saliency
maps by using the proposed co-saliency model.

of colors. Based on , we then calculate co-saliency value
for color by

(6)

where

(7)

and is the mean saliency value over the pixels with the color
. is normalized function to make the values within

the range of . is the distance between color vectors.
Based on , for any location on the image ,
for co-saliency model can be obtained by

(8)

In this paper, we obtain through the method in [23]. Note that
in [23], the saliency maps can be obtained by two approaches,
namely histogram based contrast (HC) and region based con-
trast (RC). Here, we select HC for saliency map calculation. The
distance in (7) is given by

(9)

where and are RGB color vectors and is L1-norm. In
our experiments, . In order to reduce noisy saliency in (7),
we employ the smoothing procedure proposed in [23] to refine
the saliency value.
From (6), we can see that our co-saliency model consists of

two terms. One is , which is the saliency value of single
image based saliency map. The other is , which is calcu-
lated according to the saliency maps of the rest images. Note
that we take saliency maps of the rest images into account for
calculating . The benefit of employing saliency maps of the
rest images is to avoid the influence of the background simi-
larity. For example, the saliency value of “meadow” is com-
monly small in single image based saliencymap. Thus, the value
of is small, which leads to a small according to (7).
The results by the proposed co-saliency model are displayed

in Fig. 4, where the first row shows the original images. The
saliency maps by the method in [23] are displayed in the second
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Fig. 5. Segmentation results of [16], [20], [21], and the proposed method by considering color. These classes are goose2, FC player, hot balloons, flowers2, bear,
and goose1. The rows 1, 6, 11: original images. The rows 2, 7, 12: the results for the method in [16]. The rows 3, 8, 13: the results for the method in [21]. The rows
4, 9, 14: the results for the method in [20]. The rows 5, 10, 15: the results by the proposed method.

row for comparison. The third row shows the results by the pro-
posed co-saliency method. From Fig. 4 we can see that the pro-
posed co-saliency method improves the saliency detection. For
example, in the first image the saliency value of “goose” is small
for the saliency map of [23], while the saliency value in the
co-saliency map is large.

D. Common Objects Segmentation

Since the common objects have both similar features (large
) and large saliency values (large ), the common ob-

jects can be segmented through searching the path that has the
largest sum of the weights, which corresponds to the shortest

path searching problem. Hence, we formulate the co-segmen-
tation as identifying the shortest path in the generated digraph
structure. Based on the special properties of our constructed di-
graph in Section II-B, we can treat each layer as a state with
time . Thus, the shortest path problem is a dynamic decision
problem, and the shortest path can be efficiently obtained by
dynamic programming method.

III. EXPERIMENTAL RESULTS

In this section, we verify the proposed co-segmentation algo-
rithm on many groups of images. The subjective and objective
assessments of the segmentation results are reported.
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A. Co-Segmentation Results

1) Test Images Dataset: In order to completely verify
our method, we collect image groups commonly used in
co-segmentation, such as ICoseg database given by [17]. In
addition, we select image classes from several well-known
image databases, such as MSRC database, Caltech database,
and ETHZ shape database. Note that some classes have similar
backgrounds, such as cow in MRSC, and some classes have
common objects that share similar contours, such as
in ETHZ shape database.
2) Evaluation Using Color Features: We first show the

co-segmentation results of the proposed method using color
feature. The results are shown in Fig. 5, where six classes are
displayed. For each class block, there are fifth rows. The first
row shows the original images. The results of the proposed
method are shown in the last row. We can see that the proposed
method successfully segments common objects from these
images. For example, the “FC players” are segmented from
original images which have similar backgrounds.
We also compare our method with the exiting co-segmen-

tation methods in [16], [21], and [20]. Joulin et al. in [16]
proposed co-segmentation model by using discriminative
clustering and spectral clustering method. In [16], a supervised
classifier trained from a label of the images corresponds to a
separation. The label leading to the maximal separation of the
two classes is the co-segmentation result. The corresponding
optimization problem can be solved by relaxing to a continuous
convex optimization problem. In our experiment, we use the
source code given by the authors.1 Chi-square kernel is selected
as the kernel. The method of [22] is used for superpixels
segmentation (by setting ). The SIFT feature is used
to represent local regions for the classes from MSRC dataset.
For the other classes, the color histogram is employed as the
feature. The segmentation results of the method in [16] are
shown in the second row of each class block in Fig. 5. It is
seen that the common objects are accurately segmented from
the classes, such as goose2 and goose1. As the training of the
classifier can be affected by the similar local regions of the
backgrounds, unsuccessful segmentations are obtained for the
classes, such as hot balloons and FC player, as shown in Fig. 5.
The authors of [21] proposed a co-segmentation method by

using linear anisotropic diffusion system. The method consists
of two aspects. The first is single image segmentation method
which segments the single image into K local regions by using
linear anisotropic diffusion. The initial sources required for
the linear anisotropic diffusion are automatically determined
through clustering method. The second is common objects
segmentation which jointly segments similar local regions by
pushing the source placement of one image to be similar to its
corresponding placement in other images. The model is finally
formulated as K-way segmentation problem that maximizing
the temperature on anisotropic heat diffusion. Since the energy
function is submodular, the common local regions can be effi-
ciently extracted by the greedy algorithm. In the experiment,
the code released by the author is used.2 To achieve accurate

1http://www.di.ens.fr/~joulin
2http://www.cs.cmu.edu/~gunhee

Fig. 6. (a) Original images, where is considered. (b)–(d) Results by con-
sidering color similarity, saliency maps, and the proposed method, respectively.

segmentation, we vary the scale of intra-image Gaussian
weights. Furthermore, we adjust the number of segments
to obtain the co-segmentation. The co-segmentation results of
the method in [21] are shown in the third row of each class
block in Fig. 5. From the results, we can see that the common
objects are accurately segmented from the image classes such
as flower2 and bear. Furthermore, the common objects are
not successfully segmented from other image classes such
as goose2 and hot balloons, because it is difficult to locate
seeded points of the common objects and backgrounds when
the backgrounds are similar to each other.
The method in [20] selects interest common objects from

local regions. In [20], a set of overlapping regions for each
image are first extracted. Then a graph representing the simi-
larity relationships between the regions is constructed. In the
graph, the images are represented as nodes and regions for
each image are labels of the node. The similarity is measured
by random forest regressor which selects useful features from
a total of 33 features. Finally, based on the graph, the segmen-
tation problem is casted as a MRF setting problem which is
solved by A* search algorithm. The main differences between
the method of [20] and the proposed method are that first in
the proposed method, the graph is constructed by considering
neighboring images instead of all image pairs. Hence, low
computational cost can be achieved by the proposed method.
Secondly, in the proposed method, the local regions are repre-
sented by nodes and the images are represented by layers. The
co-segmentation problem is casted as the shortest past problem.
Thirdly, the proposed method uses the dynamic programming
method to efficiently solve the co-segmentation problem.
Fourthly, co-saliency model is employed to extract common
objects from similar backgrounds in the proposed method.
We implement the approach in [20] with Matlab codes. The
parameters for the experiment are set according to [20]. The
segmentation results of the method in [20] are shown in the
fourth row of each class block in Fig. 5. From Fig. 5, it is seen
that the method in [20] can achieve successful segmentations
for the classes, such as FC players. Meanwhile, unsuccessful
segmentations are observed for some images, such as goose2,
because the segmentation results depend on the useful features
learned from the training images. When the backgrounds are
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Fig. 7. Co-segmentation results by considering shape. For each class, the first row shows original images. The following three rows display the experimental
results of the methods in [16], [20], [21], and ours, respectively.

complex and similar to each other, selecting suitable training
images for kinds of image groups is difficult.
Inorder to further illustrateourmodel,weuse threeapproaches

for calculating in (1). The first approach considers fore-
ground similarity and uses as . In the second approach,
the saliency value is considered and . The third ap-
proach is the proposed method that simultaneously considers
the foreground similarity and the saliency value. The results of
the three approaches are shown in Fig. 6, where three images of
flag are shown. The original images are shown in Fig. 6(a). The
resultsof thefirstapproach, thesecondapproachandtheproposed
method are shown in Fig. 6(b)–(d), respectively. It is seen that
the proposedmethod achieves the best performance among these
images. Themean error rate of all images in flag by the proposed
method is 0.0757, which is lower than the first approach 0.1369
and second approach 0.1514.
3) Evaluation Using Shape Features: In shape feature based

co-segmentation, we use the method in [25] to obtain shape de-
scription. Single image based saliency map obtained by [23] in-
stead of co-saliency map is used to calculate in (1), be-
cause the proposed co-saliency map is to extract the co-saliency
for multiple images based on color feature rather than shape fea-
ture. Furthermore, we do not treat the regions on the edge of
the image as potential candidates, since they are similar to rec-

tangle. We delete these regions through setting the threshold of
the ratio of the number of edge pixels in the local region to the
total number of pixels on the edge. The segmentation results of
shape based co-segmentation are shown in Fig. 7, where ten im-
ages of applelogos and cow are shown. For each class, the first
row shows the original images. The segmentation results of the
methods in [16], [21], and [20] are displayed in the second, third,
and fourth rows, respectively. The results obtained by our pro-
posed approach are shown in the last row. It is seen that the pro-
posed method successfully extracts the common objects from
the original images. For the other three methods, there are un-
successful segmentations, such as the results of the last image of
applelogos. The reason for the unsuccessful segmentation is that
the methods proposed in [16] and [21] consider color feature in-
stead of shape feature for the segmentation. For the method in
[20], the common object segmentation is interfered by the other
useful features.
Furthermore, we use the three approaches mentioned in

Section III-A2 to calculate in (1). The results of the three
approaches are demonstrated in Fig. 8, where the first row
shows the original images. The results of the first, the second
and the third approaches are displayed in the following three
rows. The mean error rates of all the images in applelogos
by the first, second, and third approaches are 0.0196, 0.2691,
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Fig. 8. First row: the original images. Second row: the experimental results by considering shape similarity. Third row: the experimental results by considering
saliency maps. Last row: the experimental results by simultaneously taking shape similarity and saliency maps into account.

TABLE I
RESULTS COMPARISON BETWEEN THE PROPOSED CO-SEGMENTATION MODEL AND THE EXISTING METHODS

IN TERMS OF ERROR RATE. CLASSES IN MSRC AND CALTECH DATASETS ARE CONSIDERED

and 0.0078, respectively. It is seen that the proposed approach
achieves the best performance among the three approaches.

B. Objective Evaluation

We employ objective criteria to evaluate our method. We
evaluate the proposed co-segmentation method based on error
rate, which is defined as the ratio of the number of wrongly seg-
mented pixels to the total number of the pixels. The error rate is
small when the object is accurately segmented. Since there are
multiple images in a class, the average error rate over the error
rates of all images is calculated to evaluate the performance.
The error rates for the proposed method are shown in the last
row of Tables I and II, where the results of the classes in MSRC
and Caltech datasets are shown in Table I. Table II shows the
results of classes in ICoseg and ETHZ datasets. (The classes
segmented using the shape feature are italic.) The error rates
by the proposed method are shown in the last row. The average
percentage of the foreground across the image is 23.38% for
the datasets used in the experiment. We can see from Tables I
and II that our method achieves acceptable performance onmost
classes. Note that there are unsuccessful segmentations, such as

airplane and grape. The results for the unsuccessful segmenta-
tions are mainly caused by two reasons, i.e., the unsuccessful
multiple local region generation and saliency object detection.
For example, for the grape, the saliency maps are not success-
fully obtained from several images. Hence, the weights between
common objects are affected, and the unexpected results are
obtained. Furthermore, for sheep and cow1 which have similar
variability of the foreground, as the saliency detection method
detects the shadows as saliency region for both two classes, the
weights in the graph are interfered by the saliency detection.
Hence, the error rates between cow1 and sheep are slightly dif-
ferent with each other.
The error rates of [16], [21], and [20] are also shown in

Tables I and II, where the second row shows the results of [16].
The results of [21] are shown in the third rows. The fourth row
shows the results of [20]. The results show that the proposed
method segments the common objects with the minimum error
rates for most of the image pairs. Furthermore, we calculate
the mean error rate by taking average over all image classes
for comparison. The error rates of the methods in [16], [20],
[21], and the proposed model are 0.2762, 0.1487, 0.1542, and
0.0946, respectively. It is seen that the error rate of the proposed
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TABLE II
RESULTS COMPARISON BETWEEN THE PROPOSED CO-SEGMENTATION MODEL AND THE EXISTING METHODS IN TERMS

OF ERROR RATE. COLOR FEATURE IS CONSIDERED. CLASSES IN ICOSEG AND ETHZ DATASETS ARE CONSIDERED

Fig. 9. Results comparison between the proposed co-segmentation model and the existing methods in terms of F-scores. Classes in MSRC and Caltech are
considered.

method is about 0.0541 less than the method in [21] which
obtains the minimum mean error rate among the other methods.
To completely verify the proposed co-segmentation method,

another metric, i.e., F-scores in [27], is considered. The
F-scores is calculated by F-scores .
For a binary edge image, Precision (Pre) is the fraction of true
contours among the contours of segmentation and Recall (Rec)
is the fraction of ground-truth contours segmented. Note that
an edge pixel is declared as true positive when the smallest
distance between the pixel and the ground-truth pixels is less
than a threshold (20 pixels). We use canny edge detection
operator to obtain the edge image from the segmentations.
The values of F-scores are shown in Figs. 9 and 10. The
mean values of F-scores over all classes are 0.4335, 0.6438,
0.7233, and 0.8308 for the methods in [16], [20], [21], and the
proposed method, respectively. We can see that the F-scores
by the proposed co-segmentation method is larger than the
other three methods.

We then compare our co-saliencymodel with the single image
based saliency method [23]. We employ the co-saliency data-
base given in [26] for evaluation, which is a challenging data-
base and has 210 images with 105 classes. The precision recall
curve, which is commonly used to evaluate the performance of
saliency detection method, is used for performance measure-
ment. In the experiment, we use both HC and RC proposed
in [23] for calculating . The precision and recall curves are
shown in Fig. 11. The first two curves are obtained based on
co-saliency database given in [26]. The rest two curves are ob-
tained by our dataset. The first and third curves correspond to the
method calculating through HC. The second and the fourth
curves are obtained by RC. As the plots show, our method im-
proves the detection results of [23], since our curves are above
the curves of [26]. The maximum F-scores for the four curves
of the proposed method are 0.7945, 0.7054, 0.7568, and 0.7017,
respectively. The maximum F-scores of the original method are
0.7402, 0.6846, 0.7261, and 0.6790, respectively. Compared
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Fig. 10. Results comparison between the proposed co-segmentation model and the existing methods in terms of F-scores. Classes in ICoseg and ETHZ are
considered.

Fig. 11. Precision-recall curves for saliency detection by the methods [23] and our co-saliency model. (a) Curves for HC and our HC based method on the database
given by [26]. (b) Curves for RC and our RC based method on the database given by [26]. (c) Curve for HC and our HC based method on the images used in this
paper. (d) Curve for RC and our RC based method on the images used in this paper.

with original saliency detection method in [23], the proposed
co-saliency model improves the saliency detection, since larger
maximum F-scores are obtained.

C. Discussion

Since the digraph representing the similarity between the dif-
ferent local regions is constructed by the regions in the neigh-
boring images, the change of image order can lead to different
digraph for a group of images. When the common objects are
segmented into local regions and the accurate saliency maps are
obtained by saliency detection, the proposed method is robust
to the change of the image order, since the path crossing the
common objects always corresponds to the shortest path of the
digraph. The feature similarities between the common objects
and the saliency values of the common objects are large even

if the order of the images is changed. Fig. 12 shows the seg-
mentation results with randomly ordered images. The segmen-
tation results of the class flower1 and airplane are displayed. For
each class, the results of three random orders are displayed. The
error rates for the six rows are 0.0088, 0.0088, 0.0088, 0.1376,
0.1133, and 0.1156, respectively. It is seen that the common ob-
jects are successfully segmented from the images with different
orders.
Note that the video frames have an order. Hence, the pro-

posed co-segmentation model is suitable for video segmenta-
tion. Fig. 13 presents the segmentation results, where the results
of diving selected from video database given in [28] are shown.
Fig. 13 shows that the proposed co-segmentation model can suc-
cessfully segment the common objects from the video images.
We also compare the proposed method with video segmentation
method in [29] which segments each frame into a set of local re-
gions. The similar regions in different frames are labeled with
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Fig. 12. Co-segmentation results with three randomly ordered images. The classes flower1 and airplane are considered. The results in the three rows correspond
to the results of the three random orders for each class.

Fig. 13. Co-segmentation results for the video images. First row: original images. Second row: the co-segmentation results by the proposed method.

TABLE III
COMPARISON RESULTS BETWEEN OUR METHOD WITH VIDEO SEGMENTATION METHOD IN TERMS OF ERROR RATE

same number. We manually select the foreground regions in the
first frames. The error rates of the method in [29] and the pro-
posed method are shown in Table III. It is seen that the proposed
method is comparable to the video segmentation method in [29].
For the proposed co-segmentation model, when there is more

than one instance of the common object in an image, only one
common object is extracted for each image as the shortest path
contains only one node for each image. The examples are shown
in Fig. 14, which shows that only one of common objects is
extracted as the common objects. Note that when the common
objects are adjacent, these common objects can be segmented
since the multiple local region generation method can segment
the combination of the common objects as a local region.
When the assumption that the common object is one of the

local regions turns out to be false, the proposed co-segmenta-
tion method will extract part of the common objects as the local
region. The reason is that the parts of the common objects are
similar to each other, and the saliency values of these regions
are large. In the experiment, we use superpixel segmentation
method in [22] to obtain the local regions. We set
to guarantee that the common objects are generally segmented

Fig. 14. Co-segmentation results when there is more than one instance of the
common object in an image. First row: original images. Second row: the results
by the proposed method.

into several regions, which ensures that the assumption that the
common object is one of the local regions is false. Fig. 15 shows
that the common objects are partially segmented. For the image
whose common object is not segmented as a local region, the
segmentation result can be improved by the supervised segmen-
tation method (such as Grabcut) using the segmentations of the
other images. Note that different from the superpixel based seg-
mentation which segments the image into many uniform and
homogeneous regions with respect to the texture or color prop-
erties, we employ object detection and saliency detection to
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Fig. 15. Co-segmentation results when the assumption that the common object is one of the local regions is false. First row: original images. Second row: the
co-segmentation results.

achieve semantic segmentation. Hence, the common objects can
be segmented as local regions with high probability by the pro-
posed multiple local region generation model.

IV. CONCLUSION AND FUTURE WORK

In this paper, we propose a novel co-segmentation model to
segment common objects from multiple images. We first use
multiple local region generation method to segment the original
images into a variety of local regions. Then, based on the re-
gion similarities and saliency values, we construct a digraph to
represent the relationships between different local regions. Fi-
nally, we formulate the co-segmentation problem as the shortest
path problem, and we solve the problem using dynamic pro-
gramming method. The experimental results demonstrate that
the proposed model can efficiently segment the common ob-
jects from a group of images with lower error rate than many
existing and conventional co-segmentation methods. In the fu-
ture, we will extend the proposed co-saliency model by consid-
ering other features, such as texture and contour. Furthermore,
we will design a method to generate the common template from
the experimental results for a certain category.
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